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Preface

The purpose of this book is to introduce natural gas reservoir engineering and production
to an audience with scarcely, if any prior knowledge in the �eld. It is however assumed,
that the reader is familiar with general petroleum technology terms and has a basic
knowledge in subjects related to reservoir engineering and petroleum geology. It is
also undoubtedly an advantage if the reader has background in basic mathematics and
physics, since much of the content in this book and in the exercises, are presented in form
of physical and mathematical models. Natural gas reservoir engineering and production
is in this book presented through physical and mathematical models, through a process
of deduction of equations and models, re�ecting the current understanding of the �eld.

This book includes subjects covered in courses taught at the University of Stavanger.

The basic idea behind this book, is to present the theory of natural gas reservoir
engineering and production through basic models describing the physical processes. The
models are then presented through equations which are then numerically represented.
The practical calculations using these equations are introduced as elements in various
computer programs. These programs allows the student to perform calculations related
to various subjects in natural gas engineering and production. The di�erent programs
are subsequently and systematically brought together, to form a "complete" package
or simulation model. The model is then used to simulate gas �eld production and
associated processes.

The simulation program is initiated by a set of input data, read from a data �le.
This �le contains all necessary information, i.e. reservoir information, production rates,
PVT-data and information related to the simulation process and more.

This book could therefore be said to be a mathematical laboratory, where various
aspects of natural gas reservoir engineering and production are learned by �doing it"

The process of learning adopted in this book is based on the following items;

1. based on a physical presentation of various processes, followed by

2. a theoretical description and deduction of mathematical equations, which leads to
the formation of a model suitable for

3. discretization and numerical representation in the form of a numerical simulation
program.

The mathematical laboratory permits the student to focus on a single parameter in an
equation, change it and view the impacts on the overall simulation process.
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This book contain two parts; Lecture Notes, representing the fundamentals of the
course and Project Exercises, which addresses the fundamentals through practical ex-
ercises and numerical simulations.

The simulation model is build up step by step, by including new elements, in part
constituting a model for performing the process of gas reservoir and production simula-
tion. After a short introduction to general aspects of gas reservoirs; like rocks, migration
and reserves (Chapter 1), an introduction to gas characteristics and phase behavior is
given (Chapter 2), followed by a presentation of various important parameters describ-
ing gas properties (Chapter 3).

Fundamental equations describing material balance (Chapter 4) under volumetric
and non-volumetric reservoir conditions are presented. This model is subsequently used
in a project exercise, demonstrating the nature of material balance in gas condensate
reservoirs by parameter variation.

Equations describing single-phase gas �ow (Chapter 5) is further included in the
model. This modi�cation allows the user to calculate the bottom hole pressure relative
to the mean block pressure. Using the extended model, various simulations are suppos-
edly performed with the purpose to testing the implication on the bottom hole pressure
caused by variation of well bore skin, non-Darcy �ow and various shape factors. At the
end of this chapter, a model describing two-phase �ow is introduced. This model allows
for modeling a revised GOR and oil and gas production of semi steady-state reservoir
�ow.

The well bore �ow (Chapter 6) is described as single-phase gas �ow in a cylindrical
well bore of constant cross-section. The deduced equations, are allowing for both ho-
mogeneous liquid condensate and water to be present in the well stream. Various tests,
including dip angle ,well bore cross-section, well length and other, are then performed
and the e�ect on the well-head pressure observed. The model is further developed by
introducing heat losses in the well-bore. Based on thermodynamical considerations a
non-linear temperature pro�le is developed where steady state radial heat transfer in
the well-bore can be studied.

Finally, all program segment are properly uni�ed, forming a natural gas reservoir
depletion simulation program (Chapter 7). The program can simulate the production
of gas and condensate from numerous individual (non-communicating) blocks where the
di�erent blocks might be produced by one or several wells. In this last section of the
program, �eld rates and cumulative production is included in the model as well as the
ability to chose the well sequence and start-up time for individual wells.

In the last chapter (Chapter 8), gas �eld modeling and production is presented.
A statistical model is used in ranking the di�erent reservoir and cross-�ow between
reservoirs or blocks are calculated based on various strategies for well sequence and
production. A example from a Norwegian gas-condensate �eld is presented and worked
out using this statistical technique.

The Project Exercise part of this book contain various exercises, related to funda-
mentals presented in the Lecture Notes. Most exercises are performed by running a
computer program (.exe �le), describing a development of the full size simulation pro-
gram. The initial version of the program contains only the material balance part, while
the full size program contain additional options for single �ow, well �ow and multi well
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and block simulations.

References throughout the text are given at the end of each chapter. Some general
references are presented below:

• B.C. Craft and M.F. Hawkins, Applied Petroleum Reservoir Engineering, Prentice-
Hall, INC.

• Jacques Hagoort, Fundamentals of Gas Reservoir Engineering, Elsevier, 1988.

• Donald L. Katz and Robert L.Lee, Natural Gas Engineering, Production and Stor-
age, McGraw-Hill International Editions, 1990.

• Sanjay Kumar, Gas Production Engineering, Gulf Publishing Company, 1960

• L.P. Dake, The Practice of Reservoir Engineering, Elsevier, 1994.

• James W. Amyx, Daniel M. Bass, Jr. and Robert L. Whiting, Petroleum Reservoir
Engineering, MaCraw-Hill Book Company, 1960.

Units and Conversion Factors

A basic knowledge of units and conversion factors are absolutely necessary in reservoir
engineering, although the preferred choice of industrial units depend on company, coun-
try and tradition. Since the choice of units has been largely a question of preference,
the knowledge of conversion factors is mostly needed in the petroleum �eld.

English and American units are most commonly used in the petroleum industry,
but there is now a trend to use SI-units or practical SI-units, especially as part of the
practices in Norwegian and other European oil companies.

In this book we will use mainly SI-units and industrial units are rarely represented.
Since both SI-units and industrial units are used in the oil industry, it is important to
be con�dent of both systems.

A selection of some of the most frequently used parameters are listed in the table
below. The Metric unit is seen as a practical SI-unit, often used in displaying data or
calculations.

Metric unit = Conversion factor × Industry unit,

i.e. the metric unit is found by multiplying a given industry unit with an appropriate
conversion factor.

The letter symbols for physical quantities used in mathematical expressions in the
text are primarily in accordance with a standard for symbols in reservoir engineering,
adopted by the Society of Petroleum Engineers. For example, V stands for the volume.
With subscript, Vp stands for the pore volume; etc.
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Parameter (SI unit) Industry unit Conversion factor Metric unit

Area, m2 sq mile 2.589988 km2

acre 4046.856 m2

sq ft 0.09290304 m2

sq in. 6.4516 cm2

Compressibility, Pa−1 psi−1 0.1450377 kPa−1

Density, kg/m3 g/cm3 1000.0 kg/m3

lbm/ft3 16.01846 kg/m3

oAPI 141.5/(131.5 + oAPI) (γsg)
∗

Flow rate, m3/s bbl/d 0.1589873 m3/d
ft3/d 0.02831685 m3/d

Force, N lbf 4.448222 N
pdl 138.2550 mN

dyne 0.01 mN

Length, m mile 1.609344 km
ft 30.48 cm
in. 2.54 cm

Pressure, Pa atm 101.325 kPa
bar 100.0 kPa

lbf/in.2 (psi) 6.894757 kPa
mm Hg (0oC) 1.333224 kPa

dyne/cm2 0.1 Pa

Mass, kg ton 1000 kg
lbm 0.4535924 kg

Temperature, K oC + 273.15 K
oF (oF-32)/1.8 oC
R 5/9 K

Surface tension, N/m dyne/cm 1.0 mN/m

Viscosity, Pa·s cp (poise) 0.001 Pa·s

Volume, m3 acre-ft 1233.489 m3

cu ft 0.02831685 m3

bbl 0.1589873 m3

U.S. gal 3.785412 dm3

liter 1.0 dm3

∗ Spesi�c gravity of oil.

vi



Project Exercises

The purpose of these exercises is primarily to expand on topics presented in the textbook
or topics otherwise related to natural gas engineering. Through the study of the text
in combination with a detailed examination of the exercises, the student may �nd the
learning process more easy and inspiring in addition to gain important knowledge about
the various topics within the �eld of natural gas engineering. Bridging the space between
theory, represented by the lectures, and the experience of working through practical
examples dealing with closely related topics, - a general understanding of the �eld
natural gas engineering should be gained.

Inspecting and modi�cation of the simulation input-data can be performed simply
by opening the chosen data-�le, using any editor, ie. Microsoft Notice Book. Plotting
data results are easily done with e.g. Microsoft Excel. (A demonstration on how to
run the program, open and modify the data �les, import and plot data using Excel
and �nally how to prepare a report using Word, will be given as part of a practical
introductory project exercise.)

The computer program and the associated data input �le are both updated for each
new project exercise. The two �les are being distributed, through "it's: learning" (the
local stud-web service program), and found under the course name.

In the process of reporting the work done in relation to the exercises, Microsoft Word
or any other suitable text editor can be used. Plots from Excel can easily be imported
into a Word document, being an important part of the complete report. It is important
to notice that all plots should be accompanied with �gure text, explaining the data
plotted. In these exercises; "one half" the work should be invested in the comments on
how and why the presented results are looking the way it does.

When the report is completed, it'learning should be used in submitting the report
for approval and comments. In the process of completing the reports, no paper version
or - copy is ever needed. The �nal report and all relevant �les (program - and data
�les) should be stored in a �le on your private disk. If preferred, these exercises may
be copied to your home computer, laptop, etc. and worked on form there. As long as
you are capable of �ling a copy of your report for approval, you may choose any work
arrangement that suits you best.

Lastly, - a piece of friendly advise: Save copies of what you are doing, - all the

time!!! When ever a work process is ended, a copy of the latest changes should be

stored . Follow this advise and you will be saved from many regrets!

Keep on the good work and remember that all exercises has to be approved as part
of the prerequisite for completing this course.
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Chapter 1

Gas Reservoirs

Reservoir engineers should have a good understanding and appreciation for the nature of
the main object in natural gas reservoir engineering, i.e. the reservoir. This is primarily
the domain of production geology, or more rightfully, the branch of petroleum geology
that deals with the geological aspects of hydrocarbon reservoirs.

After a short introduction about the importance of natural gases as the fuel of to-
morrow, we shall in this chapter brie�y review basic properties and dynamic behavior of
reservoir rocks of direct relevance for gas reservoir engineering. For further reading on
the geology of gas and oil reservoirs, see various textbooks like e.g. "Elements of Geol-
ogy" [5]. In addition we would like to introduce the reader to some basic considerations
and de�nitions, which forms a basis for further reading of subsequent chapters [11].

1.1 Natural Gas - The Fuel of Tomorrow

Natural gas is viewed as the compelling next fuel of choice and as a necessary stepping-
stone in to the future, towards the hydrogen society [3]. The transition to natural gas
as the fuel of tomorrow, superior to coal, oil and nuclear in economic attractiveness and
environmental concerns, is already an ongoing process. This awareness is rising in the
world of today where the expected world energy demand growth for the next 20 years,
is at an annual rate of more than 3% for natural gas in particular [10].

We believe now that we are entering the "Age of Energy Gases" [7] and that in
a not to distant future, the consumption of energy gases will surpass both coal and
oil and possibly have captured more than 70% of the global energy marked. This will
be possible since natural gas is likely, by far, the Earth's most abundant hydrocarbon,
exceeding in quantity both coal and oil. Conventional wisdom tells us that natural
gas resources rank third behind coal and oil. Studies of the origins of natural gas, the
abundance of methane in the solar system, the known and yet unknown resources of
natural gas in the Earth's crust, and the vast quantities of methane trapped in hydrates,
challenges the old thinking about the hierarchy of energy resources.

Natural gas production and trade will be greatly enhanced in the next decades in
the form of liquid natural gas (LNG), compressed natural gas (CNG), other conversions
such as gas to power (GTP) and gas to liquid (GTL) and even chemical transformations
to such as methanol and others. In the past, natural gas trade has been quite limited

3
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relative to oil because many of the potential producers have not pursued identi�cation
of their reserves through exploration and drilling. There has therefore always been a
signi�cant disparity between proven reserves and potential reserves in the domain of
natural gas. Said more directly; search for hydrocarbon has always been synonymous
with search for oil, where gas has been part of the bargain.

1.2 Reservoir Rocks

Virtually all reservoir rocks are of sedimentary origin. All sedimentary rocks have been
formed by either mechanical deposition of erosion fragments of older rock or by chemical
or organic precipitation. Sedimentary rocks may be broadly classi�ed as sandstones,
carbonates and shales. Shale is the most abundant of the sedimentary rocks and it
makes up roughly 50% of the world's sedimentary rocks. Sandstone and carbonate
rocks constitute about 25% and 20%, respectively [6].

Sandstones are fragmentary rocks consisting of sand grains. The main mineral con-
stituent of sandstones is quartz. In addition, sandstones may contain varying amounts
of clay minerals, feldspar, calcite and other rock fragments.

Carbonates are predominantly composed of calcite and dolomite, with clay and
quartz as common secondary minerals. Carbonates can be both fragmentary and pre-
cipitated rock. If the main mineral is calcite, carbonate rock is referred to as limestone.
Dolomite rock is almost always a secondary rock, formed from limestone by replacement
in part of the calcium in limestone by magnesium, a process called dolomitization.

Shale consists of compacted beds of clay and other �ne grained minerals. Shales are
generally tight and impervious rocks that do not classify as reservoir rocks. Yet shales
are very important in connection with hydrocarbon reservoirs. Shales often provide
the sealing cap-rock for sandstone or carbonate reservoirs. Secondly, shale streaks and
intercalations are very common in hydrocarbon reservoirs and may have profound e�ect
on the �ow characteristic of reservoirs. But perhaps most importantly, shales may
contain considerable amount of hydrocarbon source rock material, which given the right
maturation time and temperature could generate hydrocarbons.

1.2.1 Source Rock and Generation of Petroleum [11]

Local large concentrations of organic matter in sedimentary rocks, in the form of coal,
oil or natural gas are called fossil fuels.

Many hypotheses concerning the origin of petroleum have been proposed over the
years. One the most favored ones, is that oil and gas are formed from marine phytoplank-
ton (microscopic �oating plants) and to a lesser degree from algae and foraminifera [9].
In the ocean, phytoplankton and bacteria are the principal components of organic mat-
ter buried in sediment. Most of organic matter is trapped in clay mud that is slowly
converted into shale under burial. During this conversion, the organic compounds are
transformed (mainly by geothermal heat) into petroleum, de�ned as gaseous, liquid or
semisolid natural substances that consist mainly of hydrocarbons.

In terrestrial sedimentary basins, it is plants such as trees, bushes, and grasses that
contribute to most of the buried organic matter in mud rocks and shales. These large
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plants are rich in resins, waxes, and lignins, which tend to remain solid and form coal,
rather than petroleum.

Many organic carbon-rich marine and lake shales never reach the burial temperature
level at which the original organic molecules are converted into hydrocarbons, forming
oil and natural gas. Instead, an alteration process is causing certain wax-like substances
with large molecules. This material, which remains solid, is called kerogen, and is the
organic substance of so-called oil shales. Kerogen can be converted into oil and gas by
further burial, when subjected to heat and time.

Petroleum is therefore generated when kerogen is subjected to a su�cient high tem-
perature in the process of sediment burial. The alteration of kerogen to petroleum is
similar to other thermal-cracking reactions, which usually require temperatures greater
than 60oC, preferably between 150 to 170oC. At lower temperatures, during the early
diagenesis, a natural biogenic methane called marsh gas, is generated through the action
of microorganisms that live near the ground surface.

A temperature range between 60oC to 175oC is most favorable for the generation
of hydrocarbons, and is commonly called the oil window. See Figure 1.1.
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Figure 1.1: Generation of petroleum vs. burial temperature, commonly called the oil
window .

At temperatures above about 150oC, the generation of liquid petroleum ceases and
the formation of gas becomes dominant. When the formation rock temperature exceeds
about 225oC, most of the kerogen will have lost its petroleum-generating capacity, as
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illustrated by Figure 1.1.
The long and complex chain of chemical reactions involved in the conversion of

raw organic matter into crude petroleum is called maturation. Additional chemical
changes may occur in the oil and gas, even after these have been generated and accu-
mulated. This explains, for example, why the petroleum taken from di�erent reservoirs
has di�erent properties (compositions), despite a common source rock. Likewise, pri-
mary di�erences in the source composition may be re�ected in the chemistry of the
petroleum.

Two types of evidence support the hypothesis that petroleum is a product of the
decomposition of natural organic matter [9],

• oil has the optical properties of hydrocarbons that are known only to derive from
organic matter and

• oil contains nitrogen and certain other compounds that are known to originate
from living organic matter only.

Oil source rocks are chie�y marine shales and mud rocks. Sampling of mud from
the continental shelves and along the bases of continental slopes have shown that the
shallowly buried mud contains up to 8% organic matter. Similar or even higher total
organic-carbon content characterizes many ancient marine shales. Geologists conclude
therefore that oil and gas have originated primarily from the organic matter deposited
in marine sediments.

It is a fact that most of the world's largest hydrocarbon �elds are found in marine
sedimentary rock successions representing ancient continental shelves. However, some
lake sediments may be just as oil-prone as marine source rocks. Many oil �elds in
various parts of the world are in ancient lacustrine deposits (formed at the bottom or
along the shore of lakes, as geological strata). For further reading on geological aspects
of gas reservoirs, see "Om Olje" (in Norwegian) [4].

1.2.2 Petroleum Migration and Accumulation

The accumulation of petroleum occur in only those areas, where geological conditions
have provided the unique combination of both hydrocarbon prone source rocks and
hydrocarbon traps.

Hydrocarbons are less dense than water. Once released from the source rock, they
thus tend to migrate upwards in the direction of minimum pressure, until they either
escape at the ground surface, or hit an impervious barrier i.e. a cap rock, called a trap.

In a trap, the oil and gas accumulate by displacing pore water from the porous rock.
The cap rock may be imperfectly sealed, which means that gas and possibly also some
oil may "leak" to yet higher lying traps or up to the ground surface. The part of the
trap that contains hydrocarbons is called a petroleum reservoir.

Water generally underlaying the hydrocarbons in a trap. The water bearing part of
the trap is called an aquifer, and is normally hydrologically connected to the reservoir.
This means that any pressure change in the aquifer will also a�ect the reservoir as a
whole. Depletion of the reservoir will therefore often make the aquifer expand into the
space previously occupied by oil and/or gas.
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Both oil and gas are generated together, in varying proportions, from a source rock.
This may result in a primary gas cap above the oil in the reservoir. If a tight cap rock is
overlaying the reservoir, further migration is halted and the hydrocarbons are trapped
and a petroleum reservoir is formed.

At temperatures above 60 to 70 oC further generation of oil and gas from the source
rock may take place, but also other chemical processes becomes active. Further tem-
perature increase due to e.g. basin burial, chemical diagenesis will lead to precipitation
of quartz grains and formation of mica/illite within the pore space [1]. These processes
are common for all parts of the reservoir, not only the petroleum reservoir but also the
aquifer underlying the reservoir, - in general the whole basin. The quartz cementation
will in turn reduce pore space and lead to increased pore pressure. Even though the
loss of porosity is very low locally, the fact that it takes place throughout the whole
basin, leads to a signi�cant increase in pore pressure.

Since the gas will have a lower density than the oil and the oil a lower density
than the aquifer water, gas pressures are higher than oil pressures, which again are
higher than water pressures (at equal elevation), where pressures generally will decrease
upwards towards the cap rock. See Figure 1.2.

The overpressure in the reservoir, created by the cementation process, will gradually
reduce the pressure di�erence between the gas - and oil phase, below the cap rock and
the lithostatic overburden pressure present in the cap rock. If the general pore pressure
in the reservoir increases such that the gas pressure exceeds the overburden pressure, gas
will hydraulically fracture the cap rock and penetrate upwards and into layers above [8].
The gas will lead on, followed by the oil and this process will continue as long as porosity
is reduced by cementation. As the volume of gas and oil is increased due to formation,
migration and accumulation processes in the reservoir, the gas (and oil) pressure at the
cap rock will also increase, as depicted in Figure 1.2.

When gas and oil migrate upward through cap rocks by hydraulic fracturing, per-
meability are created in previously non-permeable rocks, as a result of increasing over-
pressure in the reservoir. These processes will continue as long as porosity is reduced
due to cementation and may eventually lead to migration patterns leading the oil and
gas far away from the source rock.

Under accumulation and formation of a petroleum reservoir, the hydrocarbon �uids
are in either a single-phase or a two-phase state. The single phase may be a liquid
phase in which all the gas present is dissolved in the oil. There are therefore dissolved
gas reserves as well as oil reserves to be estimated. On the other hand, the single phase
may be a gas phase. If there are hydrocarbons vaporized in this gas phase which are
recoverable as liquids on the surface, the reservoir is called a gas-condensate. In this case
there are associated liquid (condensate or distillate) reserves as well as the gas reserves
to be estimated. Since the liquid part compressed into the gas phase in gas-condensate
reservoirs, these reservoirs are normally found where overpressure is high.

When the accumulation is in a two-phase state, the vapor phase is called the gas
cap and the underlying liquid phase, the oil zone. In this case there will be four types
of reserves to be estimated: the free gas cap gas, the dissolved gas, the oil in the oil
zone and the recoverable liquid from the gas cap.

In summary, several factors are required for the formation of a petroleum reservoir.
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Figure 1.2: Static pressure distribution in the reservoir; Upper: initially (after formation
of oil and gas), Middle: after a period with increasing pore pressure due to cementation
and Lower: after both pore pressure increase and formation of additional oil and gas.
The dotted line refers to the above gas pressure curve.
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1. There must be a source rock, preferably rich in primary organic matter (carbon-
rich marine or lacustrine shale). This source rock must be deeply buried to
reach e�cient temperatures to cause the organic matter to mature and turn into
petroleum.

2. There has to be a migration pathway that enables the shale-released petroleum
to migrate in a preferential direction.

3. There must be a reservoir rock that is su�ciently porous and permeable to accu-
mulate the petroleum in large quantities.

4. There must be a trap closed by a cap rock that is sealed su�ciently to withhold
the petroleum. Otherwise, the majority of petroleum will bypass the porous rock
towards layers above, be dispersed or escape to the ground surface.

5. An impermeable seal or cap rock, is critical in preventing the petroleum from
leaking out from the reservoir or escaping to the surface.

If any of these key factors are missing or inadequate, a petroleum reservoir �eld
cannot be formed.

Finally, a large isolated reservoir or group of closely adjacent reservoirs is referred
to as an oil or gas �eld.

1.2.3 The Golden Zone

When the pore pressure in sedimentary basins is measured against the depth of burial
one observes an increasing pressure gradient that is larger than the normal hydrostatic
pressure gradient. This observation is made for all sedimentary basin and is considered
a characteristic feature of individual basins, related to sedimentary processes, history of
sedimentation, age and size (volume) of the basins. Figure 1.3 Left, shows the pressure
pro�le as function of depth for three di�erent sedimentary basins. The depth where the
overpressure is observed di�ers from basin to basin and can normally not be predicted.

If the pressure is compared to the temperature in the reservoir, as seen in Figure 1.3
Middle, all curves seams to overlap. Temperature is therefore a more interesting pa-
rameter in comparing di�erent reservoirs, than the depth of burial. From the �gure, it
is clear that the temperature relates to the pore pressure in the same way for all sedi-
mentary basins. If we would know the temperature we would also know the pressure,
irrespective of the type and size of basin.

The above observation has led the geoscientists to believe that when source rocks
are buried deep enough for the temperature to raise above 150Co generation of oil and
gas have already taken place. At such low depths the pore pressure would become
similar to the formation hydraulic fracturing pressure and oil and gas may escape to
lower depths through fractures generated in the cap rocks. The migration paths may
lead the hydrocarbons to formation traps which are at a lover depths and temperatures.

Some hydrocarbons will migrate quite high up in the structure, but normally not
higher than the temperature to be less than 60Co, as the porosity reduction due to
cementation is less e�ective at lower temperatures and will eventually come to a halt.
At temperatures lower then 60Co it normally is assumed that micro-organisms will have
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Figure 1.3: Left: Basin pressure pro�le as function of burial depth. Middle: Basin
pressure pro�le as function of temperature. Right: Hydrocarbon reservoir volume as
function of temperature.

consumed most of the hydrocarbons at these shallow depths. For layers deeply buried
and later uplifted this may not be true, as oil or gas in these layers may still exist since
all micro-organisms would generally be killed at lower depths and higher temperatures.

From geochemical experiments it is proven that gas is generated at higher temper-
atures than oil. The gas migration routes are therefore longer then for oil and the
probability for entrapment at higher depths is higher for gas compared to oil. This is
exactly what is observed in nature, where gas reservoirs are found at somewhat higher
depths than oil reservoirs.

Form these considerations, it is clear that hydrocarbons are generally found at tem-
peratures higher 60Co and lower than about 150Co. This temperature zone is called
The Golden Zone and is the accumulation zone for hydrocarbons in all types of basins,
irrespective of actual burial depths.

1.3 Gas and Oil Reservoirs

A reservoir is that portion of a trap which contains oil and/or gas as a single hydrauli-
cally connected system. Many hydrocarbon reservoirs are hydraulically connected to
various volumes of water bearing rock, called aquifers. Many reservoirs are located in
large sedimentary basins and share a common aquifer. In this case the production of
�uid from one reservoir will cause the pressure to decline in other reservoirs by �uid
communication through the aquifer. In some cases an entire trap is �lled with oil or
gas, and in this case the trap and the reservoir are the same.

Oil and gas are displaced through wells by mainly four processes [2];

• �uid expansion,
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• �uid displacement, natural or arti�cial,

• gravitational drainage, and /or

• capillary expulsion.

Where there is no aquifer and no �uid is injected into the reservoir, the hydrocarbon
recovery is brought about mainly by �uid expansion. However, in the case of oil this
may be materially aided by gravitational drainage. When there is water in�ux from
the aquifer or water is injected into selected wells, recovery is accomplished by the dis-
placement mechanism, which again may be aided by gravitational drainage or capillary
expulsion.

Gas is also injected as a displacing �uid to help in the recovery of oil, and is also
used in gas cycling to recover gas condensate �uids. In many reservoirs all four recovery
mechanisms may be operated simultaneously, but generally one or two predominate.
During the producing life of a reservoir the predominance may shift from one mechanism
to another, either naturally or because of operations planned by engineers. For example,
a volumetric reservoir (no aquifer) may produce initially by �uid expansion. When its
pressure is largely depleted, it may produce to wells mainly by gravitational drainage,
the �uid being lifted to the surface by pumps. Still later, water may be injected in some
wells to drive additional oil to other wells. Such a process is commonly called water
�ooding or secondary recovery. In this case the cycle of the mechanisms is expansion
gravitational drainage displacement. There are, of cause, many alternatives in these
cycles, and it is the object of reservoir engineering to plan these cycles for maximum
recovery, usually in minimum time and at minimum cost.

1.4 Recoverable Reserves

One of the main responsibilities in reservoir engineering is the estimation of the recover-
able reserves of natural gas reservoirs, i.e. the recovery of dry gas and liquid condensate,
that can be recovered from that reservoir by means of a speci�ed recovery method. Re-
coverable dry gas reserves are commonly expressed in volume at standard conditions,
in cubic meters. Recoverable condensate reserves are expressed in volume at stock tank
conditions in cubic meters.

The recoverable reserves of a gas reservoir are a measure of its economical value.
The magnitude of the recoverable reserves determines whether a gas accumulation can
be economically exploited. Recoverable reserves data are required by government and
regulatory agencies, banks and investment �rms involved in the �nancing of natural gas
development projects, and �nally also by the gas purchasing and distribution company
with which a gas sale contract is to be concluded.

The recoverable reserves are the product of the amount of gas and liquid initially
present in the reservoir, commonly referred to as the gas initially in place, GIIP and
the liquid condensate initially in place LIIP. Secondly, the recoverable reserves is the
recovery e�ciency de�ned as the fraction of the GIIP and LIIP that is recoverable

Gpa = εpaGGIIP , (1.1)
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where the subscript pa is the pressure at abandonment. εpa is then the recovery e�ciency
of gas at the abandonment pressure.

Similarly the liquid recovery is de�ned

GL,pa = εL,paGLIIP . (1.2)

Determination of the recoverable reserves partly also relay on the recovery process,
by which we will mainly consider the volumetric method. In this method the GIIP and
LIIP are based on the estimation of the pore volume of the reservoir rock occupied by
the hyrdocarbon. The volumetric GIIP is then given by

GGIIP = Vbφ(1− Sw)/Bgi, (1.3)

where Vb is the bulk volume of the reservoir. φ and Sw is the average porosity and
initial water saturation, respectively and Bgi is the gas formation volume factor at
initial pressure.

The associated LIIP follows from the GIIP

GLIIP = RV LG,iGGIIP , (1.4)

where RV LG,i is the volumetric condensate-gas ratio at initial reservoir pressure.
The volumetric method is used in the appraisal and early development stages. In

the later stages of reservoir development, the GIIP and LIIP may also be estimated by
the material balance method, in which use is made of observed reservoir performance.

As we infer from Eqs. 1.1 to 1.4, the estimation of the recoverable reserves by the
volumetric method amounts to the successive calculation of the following quantities. In
the order as indicated, we get

Bulk volume of gas reservoir ⇒ Vb

Pore volume ⇒ Vp = Vbφ

Hydrocarbon pore volume ⇒ VHC = Vp(1− Sw)

Gas initially in place ⇒ GGIIP = VHC/Bgi

Condensate initially in place ⇒ GLIIP = RV LG,iGGIIP

Recoverable reserves ⇒ Ggas,pa = εgas,paGGIIP and

Goil,pa = εoil,paGLIIP
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Chapter 2

Gas Characteristics and

PVT-relations

Knowledge about natural gas characteristics and PVT-relations are important when
considering optimum depletion processes. The phase behavior of gas condensates are
much more complex than that of conventional dry gases. Dry gases contain primarily
methane and thus remain as a single phase �uid, all the way from reservoir to surface
(standard) conditions. Methane is the main constituent of natural gases, while rich gas
condensates will contain signi�cant amounts of more heavy hydrocarbon compounds.
The presence of higher hydrocarbon compounds in gas condensates may lead to liquid
condensation in the reservoir and consequently to loss of hydrocarbon production.

Water is always present in o�-shore gas production. Water vapor, connate water
and aquifer water, are all natural compounds of gas production. Water is separated
from the gas and normally not reported as part of the natural gas composition.

The changing (declining) pressure and temperature encountered in the production
of natural gases may lead to liquid precipitation in the reservoir and to complex phase
behavior phenomena in natural gas systems. The PVT behavior of natural gases is
therefore of particular interest when gas production is estimated. For further reading
on this subject consult classical textbooks on gas engineering [4, 5, 6, 1].

This chapter gives a qualitatively presentation of PVT-relations and phase behavior
related to natural gas depletion. We will address the more quantitative aspects of the
same processes in the next chapter.

2.1 Gas Characterization

The main constituents of natural gases are volatile para�ns dominated by methane.
Other compounds are naphthenes and aromatics and non-hydrocarbon compounds, such
as carbon dioxide, nitrogen and hydrogen sul�de and others. Rare gases such as helium,
argon and neon may also be present in minor quantities. Since water is always present
in hydrocarbon formations, natural gas is normally saturated with water vapor.

15
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Table 2.1: Some constituents of natural gases.

Name HC Component Formula MW Tb
kg/kmol K

Water - H2O 18.015 373.15
Nitrogen - N2 28.014 77.35
Carbon Dioxide - CO2 44.010 194.67
Hydrogen Sul�de - H2S 34.082 212.80
Methane C1 CH4 16.043 111.66
Ethane C2 C2H6 30.070 184.55
Propane C3 C3H8 44.096 231.11
Iso-Butane iC4 i− C4H10 58.123 261.43
Normal-Butane nC4 n− C4H10 58.123 272.65
Iso-Pentanes iC5 i− C5H12 72.150 300.99
Normal-Pentanes nC5 n− C5H12 72.150 309.22
Hexanes C6 C6H14 86.177 341.88
Heptanes C7 C7H16 100.204 371.58
Octanes C8 C8H18 114.231 398.83
Nonanes C9 C9H20 128.258 423.97
Decanes C10 C10H22 142.285 447.30

2.1.1 Groups of Hydrocarbons

Hydrocarbon is a common name for chemical components that include hydrogen and
carbon in the same molecule. Hydrocarbons are classi�ed in di�erent groups, depending
on their chemical structure and properties. Hydrocarbon components are miscible and
can move between gas and liquid states, all depending on pressure and temperature,
and to some extent also on the molar composition. Liquid hydrocarbons can contain
gas as natural gases can contain liquids.

Para�ns

Para�ns are also called Alkanes and contain only carbon and hydrogen bonds (single
covalent bonds). The general formula for para�ns is CnH2n+2, see Table 2.1, where
the carbon number is naming the hydrocarbon groups. Generally the boiling point and
melting point are low for para�ns compare to other hydrocarbons (see table).

Para�ns are chemical stable and has therefore low tendency to react with other sub-
stances except oxygen. They are therefore used mostly as fuel, lubricants and solvents.

Alkenes

Alkenes have similar properties to those of Alkanes (Para�ns) except for a double
bonded in the molecule. They contain two hydrogen atoms less than the Alkanes and
are therefore referred to as "undersaturated". The general formula is CnH2n.

Alkenes are considerably more reactive than Alkanes and are therefore often used as
feed for polymer production. Components with two or more double bounds are called
Alkadienes, Alkatrienes, etc., depending on the number of double bonds.
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Another important group of components are the Cyclic Aliphatic hydrocarbons, or
the Naphtenes as they are also called. Their boiling- and melting points are somewhat
higher than for Alkanes with the same carbon number. Their chemical reactivity is
also higher than for Alkanes and they are often used as fuel or feed for petrochemical
industry.

Aromatic

Aromatic components normally contain benzene, C6H6, as building blocks. Benzene
is a �at, hexagonal shaped ring structure with a lot of derivatives, such as toluene
with a CH3-group attached to the ring structure. Aromatic components are normally
poisonous. They form a lot of various components, some of which are used in the
petrochemical industry.

The para�nic, naphtenic and aromatic components are often called PNA groups.
These groups may exist in various forms with the same molecular weight and number
of atoms, so called isomers. Isomers di�er by their molecular structure and they have
slightly di�erent properties, such as boiling points.

2.1.2 Components of Reservoir Gases

Table 2.1 shows the most frequent existing constituents of natural gases. Reservoir
�uids may contain 100 to 1000 di�erent components of which the tabulated components
are the most common. Di�erent hydrocarbon and non-hydrocarbon components are
characterized by molecular weight and normal boiling temperature. Other parameters
like critical temperature and -pressure are needed when phase behavior and equilibrium
calculations are performed.

The weight of pure compounds are given in kg/kmol, i.e. mol weight. Mole is a
basic SI-unit, describing the amount of substance. One mole of a gas is given as the
number of gas molecules (elementary units) identical to the number of atoms contained
in 12 grams of Carbon-12. The number of carbon atoms C12 in 12 grams is given by
Avogadros number,

NA = 6.022045 · 1023 1

mol
. (2.1)

The lighter compounds in Table 2.1, i.e. methane, ethane, propane and butane have
all boiling points below the standard temperature (15 0C ' 288K). These gases will
therefore remain in the gaseous phase at surface conditions. Natural gases composed
of such light components are normally called Dry gases. Gas condensates will contain
larger fractions of heavier compounds and frequently heavier components than listed
in the Table 2.1. The amount of heavier compounds will decide the degree of liquid
condensation in the reservoir under natural depletion processes. Wet gases are Dry
gases with additional fractions of heavier compounds. The characteristic of Wet gases
are similar to Dry gases in the reservoir during production, in the sense that they all
remain in a gas phase. At surface condition, wet gases will split into dry gas and
liquid. Seen from a reservoir engineering point of view there is no real di�erence in the
production of Dry - and Wet gases, as they both remain in single phase in the reservoir
during natural depletion processes.
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The heavier compounds such as Hexanes (C6), Heptanes (C7), · · · do all compose
of di�erent groups of hydrocarbons. Para�ns, Naphthenes and Aromatics are normally
present in each of the compounds. Labeling Hexanes as a pure compound is there-
fore more convenient than correct. These heavier compounds are in reality pseudo-
compounds, having similar characteristics such as molecular weight and bubble point
temperature. The listing of heavier compounds are commonly shortened by grouping
all heavier compounds into a plus-fraction. Natural gases are often presented by 7 or 10
hydrocarbon compounds. The heaviest compound, i.e. the plus-fraction (C+

7 or C+
10)

is therefore a pseudo compound, representing all heavier compounds. A third class of
pseudo-components is used in �ash calculations in reservoir �ow simulations, where the
need of high speed calculation is a priority. In these situations, often no more than
three components are used to describe the reservoir �uid, i.e. C1, C

∗
2 a combination

of C2 to C6 and C+
7 . In cases where non-hydrocarbon compounds are of importance

for the phase behavior, pseudo-components are formed combining the characteristics of
both classes.

A relatively high concentration of non-hydrocarbons in natural gases may cause
additional problems in both producing and handling the gas. If the concentration of
CO2 is high, i.e. 10% or higher, the burning value of the gas is reduced. Such natural
gases are called low-calori�c gases. Sour natural gases contain signi�cant amounts of
H2S. These gases cause even greater worries, due to corrosion and increased wear on
physical equipment. The presence of N2 in natural gases poses minor problems during
production, other than reducing the commercial value of the gas.

The water compound is normally not speci�ed as part of the composition of normal
gas systems. The inherent water fraction of gas produced is quite small and of minor
importance. On the other hand, if water is produced from reservoir water or aquifer,
water production cuts can be quite high and in some cases fatal for continued gas
production. Water as water vapor will always be in equilibrium with the gas in the
reservoir. The amount of water contained in the gas is given by Dalton's Law, which
states that the sum of partial pressures of water vapor and gas in the reservoir is equal
to the reservoir pressure. Since the partial pressure of water in the reservoir is equal to
the vapor pressure at reservoir temperature, the mol fraction of water vapor in the gas
is therefore given by,

yw =
pw(vapor)

p(reservoir)
. (2.2)

All gases behave ideally when the pressure approaches zero (becomes small enough).
The pressure - volume relation for ideal gases, i.e. the Ideal Gas Law is,

pVm = RT, (2.3)

where Vm is the molar volume, p the absolute pressure and T is the absolute tempera-
ture. R is the universal gas constant, R = 8341.41Pa ·m3/kmol ·K.

In engineering applications most gases are considered to behave ideally at standard
conditions. Hence, one mole of any (ideal) gas will occupy the same volume, namely
Vm. The molar volume at standard conditions may vary according to the de�nition of
standard conditions and units commonly used, is shown in Table 2.2.
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Table 2.2: Molar volume of ideal gas at various standard conditions.

Unit Temperature Pressure Molar volume

SI 288 K 1 atm 23.664 m3/kmol
SI 288 K 100 kPa 23.950 m3/kmol
Metric 273.15 K 1 atm 22.414 m3/kmol
Field 60.0 oF 14.69 psi 380 ft3/lbmol
Mixed 60.0 oF 1 atm 379.51 ft3/lbmol

Example: Associated water in gas production

Let us consider a gas well that is producing at a rate of 1 MSm3/day at
standard conditions, i.e. 15 oC and 1 atm. (1.01325 bar). The reservoir
pressure is 300 bar and the reservoir temperature is 100 oC.

The vapor pressure (boiling pressure) of water at a temperature of 100 oC
is, as we all know, 1 atm. (water boils at 100 oC at natural or standard
surface pressure). Following Dalton's Law, the mol fraction of water vapor
in the gas mixture (gas and water vapor) is then; yw = 1/300 or 1/3%.

From the principle of Corresponding States (see below) we know that 1
kmol of gas at standard conditions occupies a volume of 23.664 m3. The
molar volume of ideal gas is

Vm = 23.664m3/kmol = 23664 cm3/gmol

A gas well rate of 1 MSm3/day at standard conditions is equal to a
molar rate,

qm,g = (1MSm3/day)/(23.664m3/kmol) = 42258.28 kmol/day.

The molar gas rate, qm,g, is proportional to the mass rate and conse-
quently invariant, from reservoir to standard conditions. The water molar
rate qm,w, is the relative molar fraction of water vapor to gas,

qm,w =
yw

1− yw
qm,g,

where we have used the fact that: qm,w = ywqm and qm,g = (1− yw)qm, and
qm is the total molar �ow rate.

The water molar rate becomes, qm,w = 141.332 kmol/day. When the
molecular mass of water is 18.015 kg/kmol, (see Table 2.1) and the density of
water is 1000 kg/m3, then the water rate at standard conditions is therefore
only; qw = 2.546m3/day.

.
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2.2 Phases

Reservoir hydrocarbons exist as vapor, liquid and solid phases. Hydrocarbons in solid
state are e.g. found in the northern parts of Canada, where huge shallow reservoirs
of tar-sands are produced primarily through viscosity reducing techniques, like steam
injection. Production of heavy hydrocarbons like tar (or asphalts) is facilitated during
phase transition from solid to liquid using heat.

Similarly, phase transitions take place in the production of gas condensates as well as
under production of saturated oils. Condensate gas is produced by liquid condensation
when the reservoir pressure is reduced. Saturated oils will form a gaseous phase in
the reservoir due to pressure decline. Two phases, i.e. gas and oil may co-exist under
the same PT -conditions. A certain change in pressure and/or temperature can cause
formation or disappearance of phases. The co-existence of gas and oil in the reservoir
does not only occur as a result of declining reservoir pressure, it might also be a natural
and stable phenomenon, as in the case of an oil reservoir with a gas cap.

Gas and oil do actually co-exist in the absence of changing pressure and temperature.
Phase equilibrium between oil and gas is characterizing a state where no change will
occur with time. The subdivision and composition of phases is the subject of phase
behavior. When gas and oil co-exist under stable conditions, the phases are always
saturated, i.e. the gas phase is "�lled" with oil and the oil phase is "�lled" with gas.
The assumption of equilibrium between oil and gas in contact in a reservoir, is the
prevailing situation in most engineering applications.

2.2.1 Gibbs Phase Rule

The state of equilibrium between gas and oil is completely de�ned when composition,
temperature and pressure are speci�ed. (We assume no in�uence by gravity, electrical-
or magnetic forces, surface forces, etc.) Under these conditions, all intensive properties
are �xed and identi�able. (The intensive properties are those which does not depend on
the amount of substance, i.e. pressure, temperature, density, viscosity, compressibility,
etc.)

At equilibrium a system may form several co-existing phases. Generally, a number
of liquid, gaseous and solid phases in equilibrium can be formed. The number of in-
dependent variables needed to de�ne such a system is determined by the Gibbs Phase
Rule [2],

C + 2− P = F, (2.4)

where C is the number of components, P is the number of phases and F is the number
of degrees of freedom.

For a single component system C = 1, the degrees of freedom are 3 minus the
number of phases. A single phase system P = 1, has 2 degrees of freedom and can
therefore exist at all possible temperatures and pressures. A two phase system P = 2,
has only one degree of freedom. If either temperature or pressure is de�ned, the system
equilibrium is determined. In a PT -diagram the state of equilibrium will fall on a
line. See Figure 2.1. If three phases are de�ned, then the system has no freedom and
equilibrium can only exist at the Triple point in the PT -diagram.
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Figure 2.1: Pressure - temperature diagram of pure substance.

Let us characterize a multi component systems where C > 1, by looking at a binary
system C = 2, involving vapor and liquid, i.e. gas and oil. The binary system has two
pseudo components C∗1 and C∗2 , containing various hydrocarbon components forming a
multi phase system. The system may exist in equilibrium either as pure gas, pure oil or
as co-existing gas and oil (two-phase region). See Figure 2.2 and also 2.5. In the case
of a binary system, where only one phase is present P = 1, the Gibbs Phase Rule tells
us that there are 3 degrees of freedom. If temperature and pressure are determined,
the system has only 1 degree of freedom left. If the last degree of freedom is de�ned
by the composition in the two phases, i.e. the relative amount of gas to liquid, we may
conclude that in a binary system, gas and oil can co-exist in equilibrium at di�erent
compositions. In the two-phase region P = 2, only 2 degrees of freedom exist. If
we �x both temperature and pressure then the system becomes invariant. At a given
temperature and pressure in the two-phase region, the composition is fully determined
and the amount of C∗1 to C∗2 is �xed.

2.2.2 Single Component Systems

Single component systems have well de�ned boiling temperatures at a given pressure,
e.g. water is boiling at 100 oC at atmospheric pressure. If the pressure is increased, so
will the boiling temperature. If the pressure is increased above a certain pressure, no
boiling temperature can be found. There exist a phase boundary between water vapor
and water liquid up to a certain pressure and temperature, called the critical pressure
Pc and -temperature Tc. Above this critical point, two phases may no longer co-exist.
The substance is in a super-state and the phase is called a �uid. The term �uid is often
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Figure 2.2: Pressure - volume diagram of pure substance.

used as a general term, meaning both gas and/or liquid.

Figure 2.1 shows the PT -diagram for a single component substance. C is the critical
point of the system and may be de�ned as the highest pressure and temperature where
the two phases, vapor and liquid, can co-exist. The transition from liquid to vapor in
a pure component system is illustrated by the rectangular BAFED in Figure 2.1. The
equilibrium between liquid and vapor is de�ned as a sharp line ending at the critical
point. The phase transition from liquid to vapor can happen by increasing the temper-
ature of the system, thus crossing the phase boundary from B to D. Alternatively, if
the pressure and temperature is changed along the path of BAFED, the same transition
from liquid to vapor is obtained. This last transition is done without crossing the phase
boundary. Moving from a liquid phase to a vapor phase without crossing the phase
boundary, above the critical point, demonstrates a need for an alternative de�nition of
the system when it is not in a liquid or a vapor phase or alternatively, both in a liquid
and a vapor phase at the same time. The one-phase region above the critical point is
therefore often called the �uid-phase region.

Crossing the phase boundary from B to D, transform liquid to gas. The transition
takes place at constant pressure and temperature but under a certain expansion of
volume. Since a pure component can not exist in equilibrium in a two-phase region
(when temperature and pressure are speci�ed), as shown by the Gibbs Phase Rule, the
expansion from liquid to gas is instantaneous. Figure 2.2 shows the PV -diagram of a
pure substance. The phase transition from B to D is de�ned at a speci�ed pressure and
temperature, where the system can only exist in either point B or in point D.

Comparing the two �gures shows that the line segment BD in Figure 2.2 is repre-
sented as a point in Figure 2.1. In a multi component system, this line segment will
represent the two phase region, where vapor and liquid are in equilibrium. Above the
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iso-term Tc in Figure 2.2, the system is de�ned as a one phase �uid. In the regions
illustrated by the line segment AB and DG, the system is in pure liquid and gaseous
state, respectively.

The critical point C, in Figure 2.1 and 2.2 is playing a key role in the characteristics
of hydrocarbon systems. If we move along the constant critical pressure line (Pc =
const.) or along the constant critical temperature line (Tc = const.) in Figure 2.1,
we will �nally end up at the critical point C. If the P = Pc and the temperature is
increasing, we would observe certain changes of the liquid. Equally we would observe
the gas changing as pressure is increasing and T = Tc. At the critical point we would
observe the same end state, regardless of the path chosen. The critical point is therefore
a conversion point where physical properties of the system meet. The variation of
saturated �uid density with temperature for a pure compound is shown in Figure 2.3.
The density of vapor and liquid phases approach each other as the temperature increases
and they become equal at the critical point. All di�erences between the phases are
reduced as the system approaches this point. Indeed, all phases become the same and
indistinguishable at the critical point.

Figure 2.3: Variation of saturated �uid density with temperature.

All compounds show similar trend as depicted in Figure 2.3, i.e. vapor and liquid
densities become equal at the critical point. Another de�nition of the critical point
would be; - "the point where all intensive properties are equal". By intensive properties
we mean all properties characterized by a system that are independent of the amount
of material that is under consideration.

The critical pressure Pc and - temperature Tc for some frequent compounds in nat-
ural gases are given in Table 2.3.

2.2.3 Multi Component Systems

The phase behaviour of multi component systems are de�nitely more complex than that
of pure compounds, but not necessarily particularly more complicated. Reservoir �uid



24 CHAPTER 2. GAS CHARACTERISTICS AND PVT-RELATIONS

Table 2.3: Critical pressure and critical temperature for some typical natural gas com-
pounds.

Name HC Component Formula Pc Tc
MPa K

Water - H2O 22.055 647.13
Nitrogen - N2 3.394 126.1
Carbon Dioxide - CO2 7.382 304.19
Hydrogen Sul�de - H2S 8.963 373.53
Methane C1 CH4 4.599 190.56
Ethane C2 C2H6 4.872 305.32
Propane C3 C3H8 4.248 369.83
Iso-Butane iC4 i− C4H10 3.648 408.14
Normal-Butane nC4 n− C4H10 3.796 425.12
Iso-Pentanes iC5 i− C5H12 3.381 460.43
Normal-Pentanes nC5 n− C5H12 3.370 469.7
Hexanes C6 C6H14 3.025 507.6
Heptanes C7 C7H16 2.740 540.2
Octanes C8 C8H18 2.49 568.7
Nonanes C9 C9H20 2.290 594.6
Decanes C10 C10H22 2.110 617.7

systems are generally composed of hydrocarbons with similar structures and therefore
maintain similar characteristic behaviour when mixed.

In multi component systems, the state of equilibrium between two phases can no
longer be represented by a single line in a PT -diagram. Two lines are needed to form the
phase boundary between the one-phase regions, i.e. liquid and vapor, and the two-phase
region where co-existing phases are in equilibrium.

A binary mixture of ethane (C2) and normal-heptane (C7), as shown in Figure 2.4,
can be used to demonstrate phase behaviour of hydrocarbons.

In the case of pure components, i.e. 100% ethane or heptane, we observe the char-
acteristic single line, PT -behaviour of one component systems. When ethane is mixed
with hepthane in di�erent mol-fraction, two-phase regions or envelopes are formed. In-
side these envelopes, gas and oil co-exist in equilibrium. The shape of the envelope
corresponds to the mol-fraction of the compounds. The mixture has a well de�ned
critical point, which seems to move to higher temperatures as the fraction of the heavy
component is increasing. The dotted line in Figure 2.4 indicates the path of the critical
point as more and more heptane is added to the mixture. This is a general trend, valid
for all mixtures of hydrocarbons, as well as for mixtures where typical non-hydrocarbons
are present.

The shape of the two-phase envelope is dependent on the composition of the mixture;
the number of components and the mol fraction and properties of each component.
Inside the two-phase region, gas and oil co-exist at di�erent iso-volumes, i.e. constant
gas-to-liquid fractions. As given by Gibbs Phase Rule, Eq. 2.2, the quality of oil and
gas is determined when P and T are �xed. The phase diagram of a multi component
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Figure 2.4: Phase diagrams of ethane - normal heptane mixtures.
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mixture is given in Figure 2.5. The iso-volumes or quality lines are given in percentage
of pure liquid (oil). The 100% quality line is called the bubble point curve and the
0% curve is the dew point curve. In between these two quality lines, gas and oil are
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in equilibrium. All quality lines meet at the critical point, where liquid and gaseous
characteristics of the mixture converge.

The highest pressure at which gas and oil can co-exist is given by the Cricondenbar
A and equally, the highest temperature is called the Cricondentherm B, in Figure 2.5.
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Figure 2.6: Phase behavior of dry gas -, wet gas - and gas condensate reservoirs.

Natural gases are de�ned according to reservoir temperature and pressure as well
as to separator temperature and pressure, as shown in Figure 2.6. The subdivision of
Dry gas - , Wet gas - and Gas condensate reservoirs are de�ned following the line of
production from the reservoir to the (�rst) separator. If the gas remains gaseous (one
phase) in the reservoir and the well, i.e. point A and X in Figure 2.6, are located outside
the two-phase envelope, then we have a Dry gas reservoir.

Wet gas reservoirs behave similarly, in the sense that iso-thermal production (at
reservoir temperature) never enters the two-phase region. Oil will �nally condensate
out, either somewhere in the well or connecting tube lines.

In gas condensate reservoirs, oil will drop out and lead to reduced hydrocarbon
production under normal depletion condition. Liquidation will start when the pressure
drops below the dew point pressure at reservoir temperature, i.e entering the two-phase
envelope in Figure 2.6. This will �rst happen in the close vicinity to the well, where the
pressure is lowest. Liquid oil, occupying part of the pore volume will be a hinderance to
gas �ow. Progressively, when the saturation of oil has reached it's critical saturation for
�ow, oil will start to �ow and two-phase �ow in the reservoir will occur. Hydrocarbon
gas production will be leaner as more oil drops out (condensate) in the reservoir. Seen
from the well, more heavy components will drop out of the gas as the pressure decreases
and this process will slowly evolve radially throughout the reservoir.

The di�erence between gas - and oil systems is demonstrated, by comparing the two-
phase envelopes for gas condensates and volatile oils in Figure 2.6. Isothermal pressure
reduction in the case of gas condensates will enter the two-phase region to the right of
the critical point. In the case of oil systems, the two-phase envelope is entered to the
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left of the critical point. In gas systems, the dew point curve is crossed while the bubble
point curve is crosses, in case of oil systems, both as part of natural depletion processes.
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Figure 2.7: Retrograde condensation of gas condensate system.

A typical phase diagram of a gas condensate system is shown in Figure 2.7. The
iso-volume lines are shown as function of liquid fraction, measured in percent. At the
initial state, reservoir gas is in one phase. An isothermal reduction of pressure, starting
at reservoir pressure A, forms the �rst drop of liquid in the reservoir at the dew point
curve, at point B. Further reduction of pressure will result in continued condensation.
At one point the 10% quality line is crossed and �nally a maximum condensation of near
to 23% liquid saturation is reached at point D. If pressure depletion is continued below
this point re-vaporization will start. Along the pressure decline from D to E, lique�ed
gas will start to vaporize and �nally at point E, no more liquid will remain in the
reservoir. In most practical situations however, e�ective re-vaporization is complicated
by secondary processes like i.e. wetting and smearing-out of the oil on the pore surfaces.
It is therefore quite common to considered all liquids dropping out of the gas as lost
production.

The shaded area of the two-phase envelope, where liquid condensation is taking
place, is known as the retrograde region. The importance of this region is related to
the loss of hydrocarbons due to liquid condensation; reduced gas well productivity,
reduced hydrocarbon content in well �ow and smearing out of liquid hydrocarbons in
the reservoir due to capillary e�ects. Heavy hydrocarbons initially lique�ed through
condensation are in most cases permanently lost. Some fractions of the liquid volume
may be recovered as part of normal gas production, but the greater part will remain in
the reservoir.

The relative position of the critical point, related to the isothermal depletion line AE,
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is of signi�cant importance related to retrograde phenomena. The population (density)
of iso-volume lines near to the critical point is rapidly increasing. If the composition of
the gas �uid, presented by the critical point and the initial reservoir condition is close,
i.e the critical temperature of the gas �uid and the reservoir temperature are close, -
then heavy condensation of the gas will take place during the normal depletion process.
It is therefore quite critical to operate gas systems with critical temperatures close to
the reservoir temperature, as these reservoirs often need special measures in form of e.g.
pressure support in order to postpone the time when pressure is dropping below dew-
point pressure and production of gas enters into the two-phase region.

2.3 Practical Aspect Of Gas Production

Dry gases contain primarily lighter hydrocarbons like C1 and C2, where non-hydrocarbons
can be N2, CO2 or H2S. Gas condensates contain in addition heavier compounds such
as C3, C4, C5 and C6. In some rich gas condensate, a signi�cant fraction of heavier
components are present. These compounds are often presented as a pseudo-component
C+

7 or C+
10.

It is the heavier components that constitute the liquid phase of the hydrocarbon
production at standard condition. The fraction of heavy compounds is therefore di-
rectly related to the gas-oil ratio, GOR. Gas-to-oil ratios range between 570 to 30000
Sm3/Sm3. For practical purposes; a gas reservoir that produces with a GOR above
10000 is considered to contain wet or dry gas. See also Table 2.6.
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The liquid condensation process is depicted in Figure 2.8. At isothermal gas deple-
tion, the reservoir pressure will eventually drop below the dew-point curve (see isother-
mal depletion curve A to D in Figure 2.8. The lowest reservoir pressure is always
observed in the well. Thus, the reservoir liquid condensation does always commence in
the closes vicinity of the well-bore. As the reservoir pressure continues to decline, more
and more liquid is dropping out of the gas, further and further away from the well-bore.

Liquid production from gas condensate reservoirs is restricted at one end by the
composition of hydrocarbons, where the fraction of heavier compounds C+

7 or C+
10, often

is directly proportional to the GOR. On the other end, liquid condensation will remove
the heavier components from the gas, and make the gas leaner and thereby reduce liquid
production. The optimum production of rich gas condensate reservoirs may therefore
involve some additional pressure maintaining processes like gas - or water injection. The
existence of aquifer can also be of great help. On the other hand, depletion of wet -
and dry gas reservoirs is more a question of gas allocation, as pressure blow down is the
recommended production strategy.

2.4 Molar Composition

The molar composition of a reservoir �uid plays an essential role in the development
and de�nition of the various parameters needed in describing �uid transformation from
reservoir to stock tank conditions.

We will here give four examples of �uids, taken from gas reservoirs in the North
Sea, one dry-gas and three gas-condensate reservoirs. The molar composition from
Frigg, see Table 2.4 and Figure 2.9, is an example of a dry-gas reservoir, while the
molar composition of Sleipner Vest, Kvitebjørn and Gullfaks, are all examples of gas
condensate reservoirs, even though both Gullfaks and Kvitebjørn, for all practical terms,
can be considered as a wet-gas reservoir. Sleipner Vest should, in this context, be
considered a light gas condensate reservoir.

Considering the molar compositions in Table 2.4, we observe that the Methane
content in all four reservoir gases are considerable. Methane is, as seen, the principal
component in all gases. A "typical" reservoir gas is said to contain about 80% Methane
(C1 ∼ 80) and about one tenth of Ethane (C2 ∼ C1/10) and half of that amount is
Propane (C3 ∼ C2/2). In the case of gas condensate, more heavy components are
present and the Heptane plus fraction may be as high as 5% (C+

7 ∼ 5).

The content of non-hydrocarbon compounds can be considerable, as seen in the case
of the Sleipner Vest �uid, where the molar composition of Carbon Dioxide is close to 9%.
The CO2 has to be stripped from the well �ow as early as possible in the production
line, a process that introduces di�culties both technically and economically.

The dry gas from the Frigg �eld contains practically only Methane and Ethane
(99%), while the gas condensates also contain signi�cant amounts of heavier compounds.
See also Figure 2.9. These heavier compounds will �nally condensate and form a liquid
phase. Preferable, most of the gas is already produced to the surface, when this happens.

The molar composition of gas condensates may vary, as seen in Figure 2.9, by the
amount of medium (C4 to C9) and heavier (C+

10) components. The composition of a
wet gas will in this context be a "heavy dry gas" where the molar composition show up
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Table 2.4: Molar composition (in %) of �uids from Sleipner Vest, Kvitebjørn, Gullfaks
and Firgg [7].

Compounds Sleipner Vest Kvitebjørn Gullfaks Frigg

N2, Nitrogen 0.78 0.20 0.25 0.3599
CO2, Carbon Dioxide 8.72 3.51 3.27 0.2902
C1, Methane 71.00 77.83 83.27 95.5225
C2, Ethane 8.56 6.88 5.87 3.6887
C3, Propane 4.67 2.97 2.31 0.0379
iC4, Iso-Butane 0.71 0.49 0.34 0.0085
nC4, Normal-Butane 1.23 1.04 0.70 0.0047
iC5, Iso-Pentanes 0.41 0.39 0.24 0.0041
nC5, Normal-Pentanes 0.41 0.45 0.28 0.0004
C6, Hexanes 0.45 0.60 0.36 0.0049
C7, Heptanes 0.66 1.01 0.63 0.0030
C8, Octanes 0.70 1.03 0.69 0.0055
C9, Nonanes 0.41 0.65 0.37 0.0050
C+

10, Decane plus 1.29 2.95 1.43 0.0643
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Figure 2.9: Molar composition of Seliper Vest, Kvitebjørn, Gullfaks and Frigg.

for the medium components in Figure 2.9. Judging from the composition of the three
gas condensate �uids, it seems natural to expect more liquid condensate in the case of
Sleipner Vest and Kvitebjørn than in the case of Gullfaks, since less lighter compounds
would mean more heavier compounds and in the cases of Kvitebjørn, a rather high
composition of C+

10 components.

The molar compositions, as presented in Table 2.4 and Figure 2.9, represents the
reservoir �uid located at a certain pressure and temperature. The pressure and tem-
perature are again a result of the burial depth and the geological history of burial and
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depth. Table 2.5 presents the reservoir pressure and temperature, the burial depth and
the dew point pressure for the four reservoir gases.

Table 2.5: Reservoir characteristic for Selipner Vest, Kvitebjørn, Gullfaks and Frigg.

Reservoir Pres [bar] Tres
0C Depth [m MSL] Pdew [bar]

Sleipner Vest 434.0 120 3535 374.0
Gullfaks 757.0 142 3930 470.0

Kvitebjørn 774.9 152 4140 487.8
Frigg 197.9 61 1900 -

The general tendency is that gas reservoirs are found at greater depths than oil
reservoirs. This observation is related to the temperature range most favorable for
the generation of hydrocarbons, where gases normally are generated at temperatures
somewhat higher than for oils. However, Table 2.5 shows that this is not always the
case, since we then would expect to �nd the lightest gas at the deepest depths. In the
table we see that the Frigg gas is buried more shallower than the gas condensate �uids.
The location of the Frigg gas reservoir may on the other hand, be a consequence of gas
migration after the gas formation process had come to an end.
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Figure 2.10: Reservoir pressure and temperature as function of depth.

In Figure 2.10 both the reservoir pressure and temperature are plotted as function
of depth (TVD MSL: true vertical depth at mean sea level). The hydrostatic pressure,
see example below, is given by the weight of the water column at reservoir level. The
hydrostatic pressure in the reservoir may vary somewhat depending on the average
water density and the density is again a function of water salinity.

Both Sleipner Vest and Frigg fall on the hydrostatic line in Figure 2.10, while Kvite-
bjørn and Gullfaks have a reservoir pressure signi�cantly higher then the corresponding
hydrostatic pressure. The consequence related to production from an over-pressurized
reservoir has actually nothing to do with the �uid itself, more so, that the reservoir
volume must be considered isolated from the surrounding aquifer. The e�ect of over-
pressure when it comes to gas production, will therefore be related to a more rapid
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pressure decline under depletion, due to lack of or very little water in�ux (pressure
support).

When it comes to reservoir temperature, we observe from Figure 2.10 that all reser-
voirs practically fall on the same line, namely 35oC/km. The temperature gradient line
is measured from a sea depth of 200 m and 4.5oC. Applying the same sea depths to
all �elds will of cause increase scattering around the gradient line, as observed in the
�gure. In many observations of reservoir temperature and depth of North Sea reservoirs,
temperature gradients in the range of 20− 40oC/km have been found.

Example: Hydrostatic pressure gradient.

Water found at the GWC (Gas Water Contact) is considered to be in con-
tinues contact with all water sub surface and �nally all of water in the seas.
The hydrostatic water pressure is therefore equal to the weight of a water
column per area, from the GWC and up to the sea surface. The hydrostatic
pressure at any depth D is given by

pw(D) =

∫ D

D0

(
dp

dz

)
w

dz + p(Do), (2.5)

where (dp/dz)w is the pressure gradient of water and D0 is the datum plane
or sea surface.

The salinity of water do change with temperature and thus the density
of water will change as we move from the sea surface down to the reservoir.
Density of sea water at at 15 oC is found to be 1025 kg/m3 and at 100 oC
it has increased to 1160 kg/m3.

If the hydrostatic pressure gradient is considered to be constant and the
column pressure is written, pw = gρwz, then we may write

pw(D) = gρwD + 1bar, (2.6)

where the datum plane Do = 0 is the sea surface.

Based on variation of salinity, as seen above, we may have typical pres-
sure gradients as,

100.5 bar/km < gρw < 113.7 bar/km.

.

2.5 Reservoir Fluids

Various thermodynamical properties of reservoir �uids are required in order to evalu-
ate potential reserves, e.g. determine �ow in porous media, design of separation and
metering gas �ow quantities. The risk of developing hydrocarbon resources is in part
related to uncertainty in phase behavior at reservoir condition, but also related to de-
termination of �uid properties, such as viscosity and density. (It is quite common to
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Table 2.6: Thermodynamic properties of reservoir �uids. (Standard conditions/Stock
Tank conditions are de�ned at a temperature of 288K and a pressure of 0.1 MPa)

Phase Fluid Vgas,ST /Vliquid,ST ρST [kg/m3]

gas dry - -
gas wet > 9000 < 700
gas condensate 600 - 9000 700 - 800
liquid volatile 350 - 600 800 - 875
liquid black oil < 350 875 - 930
liquid heavy oil - >930

consider the recorded measurement of density and viscosity, within an uncertainty of
±1 and ±10 percent, respectively.)

Reservoir �uids that only exhibit vapor-liquid phase behavior may be categorized as:
dry gas; wet gas; gas condensate; volatile oil; black oil or heavy oil. Table 2.6 provides
a summary of some characteristic properties that de�ne and di�erentiate the various
�uids [3].

A retrograde gas condensate is characterized by reservoir temperature above the
critical temperature Tc, but below the temperature of the cricondentherm. During
pressure depletion at reservoir temperature, liquids form within the formation by ret-
rograde condensation. The relative volume of liquid in the formation and its impact
on production is strongly related to how close the system temperature is to the crit-
ical temperature and secondly, but alos related to the reservoir rock properties. For
retrograde gas systems, liquid will also condensate in production tubing and in surface
facilities as the production (p,T)-pathway enters the two-phase region.

Volatile oils behave similar to that of retrograde gas condensate, in the sense that
one phase is leaving the other, i.e. gas is boiling out of the oil. Similarly to the
increasing amount oil dropping out of the gas, as the temperature di�erence between
reservoir temperature and critical temperature decreases, - the amount of gas boiling
out of the oil is also increasing. The di�erence between the two �uids is that in the
case of volatile oils, the gas is moving much faster through the reservoir and is therefore
produced earlier than the associated oil, while the condensate liquid in most cases will
not move at all. In both cases the separation of phases is seen as an disadvantage and
the remedy is often the same. Production engineers often consider volatile oils and
retrograde condensates the same, for the purpose of production design and pressure
support.

2.6 Phase Equilibrium

In production of dry gas, as from the Frigg �eld, gas will remain in one phase during
the entire production line and time period. The dry gas will expand according to the
reduction in pressure, from reservoir to surface and thus occupy a considerable larger
volume at the surface than initially in the reservoir. The gas expansion is described by
the real gas law, where the z-factor (gas deviation factor) is characterizing the dry gas.

Production of gas condensate is considerable more complicated to describe, primar-
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ily due to the fact that gas split in two phases; gas and liquid. The behaviour of gas
condensates are therefore represented by two compositions, one describing the gas phase
and the other describing the liquid phase. The initial molar composition of the conden-
sate gas convey "key" information enabling us to derive all other gas properties needed
to model both phases.

There are three essential methods available to determine gas composition and gas
parameters in general. The K-value method and the Equation-Of-State (EOS) method
use both historical data and correlations as the basis for predicting phase behaviour.
The third method however, is based on experimental veri�cation of phase behaviour.

• The K-value method is a purely empirical method which has been widely used in
the past and is presently only used under particular circumstances.

• The EOS method is the modern way to calculate phase behaviour by using ana-
lytical computations in from of computer programs to solve the equation of state.

• The experimental method is based on experimental techniques by which gas equi-
librium are reach in the laboratory by two depletion experiments; a constant com-
position depletion (CCD) experiment and by a constant volume depletion (CVD)
experiment.

2.6.1 The K-value Method

A �uid may generally be considered to contains a gas fraction and a liquid fraction.
The two phases are in equilibrium and the ratio between gas and liquid is called the
equilibrium constant K.

= ++ +

y

x
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xi

n n1 n2 n3 n4

Figure 2.11: Gas - liquid mole fraction of mixture of four compounds.

The ratio between gas and liquid is illustrated in Figure 2.11, where the �uid contain
n moles of hydrocarbon molecules. The mixture composition (mole fraction of compo-
nent i) is given by zi = ni/n, where ni is the number of moles of component i and n is
the mole sum of all components. In the two phase region there will be two mixtures,
vapor and liquid, in equilibrium. The composition of the two phases are yi and xi,
respectively vapor and liquid. The equilibrium values are de�ned by
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Ki =
yi
xi
, (2.7)

where yi and xi are the mole fraction of component i in the gas - and liquid phase,
respectively. The equilibrium values varies with pressure and temperature and to some
degree also with the overall composition of the mixture. The variation due to composi-
tion is small at low pressures and increases as the pressure gets closer to the convergence
pressure, which is de�ned as the pressure where all Ki = 1. (The convergence pressure
will always be greater than the saturation pressure, except at the critical point where
they coincide.)

The convergence pressure has to be obtained by graphical or mathematical extrap-
olation of equilibrium constants. Equilibrium constants for the most common hydro-
carbons (methane, ethane, · · · ) and low shrinkage oils are available in the literature.

Let us assume that for a mixture, at a certain pressure and temperature and with
a given overall composition, the K-values are known! (Generally the equilibrium values
are not known.) Then, the phase split and the phase composition can be calculated as
presented below;

The component material balance for the components in the mixture is given by

zi = (1− V )xi + V yi, (2.8)

where V is the vapor fraction of the gas-liquid mixture (V + L = 1).

Using Eq. 2.7 and 2.8 and eliminating the molar liquid fraction xi, we get

yi =
ziKi

1 + (Ki − 1)V
. (2.9)

Similarly, elimination of yi gives,

xi =
zi

1 + (Ki − 1)V
. (2.10)

By de�nition, the molar fraction must sum to unity and

N∑
1

yi =

N∑
1

xi = 1, (2.11)

where N is the total number of components in the mixture.

Substitution of Eq. 2.9 and Eq. 2.10 into Eq. 2.11 yields the following sums,

N∑
1

ziKi

1 + (Ki − 1)V
= 1 (2.12)

and
N∑
1

zi
1 + (Ki − 1)V

= 1. (2.13)

Eqs. 2.12 and 2.13 are polynomial equations of the n-th degree in the unknown
V and each equation yields N roots for the unknown V . The correct solution is the
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root that both equations have in common. Once the root has been found, the phase
compositions follow directly from Eqs. 2.9 and 2.10.

The common root of Eqs. 2.12 and 2.13 will also be the root of the di�erence between
Eqs. 2.12 and 2.13 and we may �nd V by solving the following equation,

N∑
1

zi(Ki − 1)

1 + (Ki − 1)V
= 0. (2.14)

Eq. 2.14 is particularly well suited for solution by the Newton-Raphson iteration
method. According to this method the vapor fraction V is estimated by iteration. The
iterative solution takes normally quite few iterations to converge. The result V (the
molar phase split) is substituted in to Eqs. 2.9 and 2.10, giving the phase compositions
of the liquid phase xi and the gas phase yi.

To apply the K-value method to a natural gas we need the composition of the gas zi
and appropriate K-values, Ki, for the individual components, where numerous empirical
K-values correlations and charts are available.

2.6.2 The Equation Of State Method

An equation of state (EOS) is an analytical relation between pressure, temperature
and volume of a gas or liquid. It also depends on the composition of the mixture and
the fraction of gas and liquid. All EOS equations may be thought of as expansions
of the ideal gas law. Through application of EOS equations, rigorous thermodynamic
calculation of the phase behaviour of multi component systems can be performed.

The accuracy (success) of EOS programs depends to a large extent on the ability
of correctly describing the PVT behaviour of a gas mixture. Over the years, numerous
EOS have been proposed. Those, most frequently used in the petroleum industry are all
variations of the well known Van der Waals two parameter EOS for single component
substances, (

p+
a

V 2
M

)
(VM − b) = RT (2.15)

valid both for gas and liquids. VM is the molar volume and the constants a and b
accounts for the attraction forces between molecules of the substance and for the gas
volume occupied by molecules, respectively. Eq. 2.15 can be rewritten in the form of a
cubic equation in the molar volume.

A cubic equation is well suited for describing the observed transformation from pure
vapor (oil) state to the vapor (gas) state, as shown in Fig. 2.12.

The local maximum and minimum of the EOS curve, displayed in Fig. 2.12 is limited
to the two-phase region. The behaviour of the curve between B and D is of limited
practical signi�cance and could in this connection be considered irrelevant.

Almost all cubic EOS can be generalized as a four constants equation.

p =
RT

VM − b
− a

(VM − b+ c)(VM − b+ d)
, (2.16)

where a, b, c and d are constants de�ned by thermodynamic criteria or by �tting ex-
perimental data.
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Figure 2.12: EOS curve describing the pressure - volume relation for a pure substance.

Eq. 2.16 is written in terms of pressure which is somewhat inconvenient since volume
usually is the unknown parameter, while p and T are known.

Calculations of phase equilibrium of natural gases, using EOS methods and Eq. 2.16,
requires certain input data as listed below:

1. A component breakdown of the �uids.

2. The critical pressure and temperature of each component in the mixture.

3. An acentric factor of the individual components (to be discussed in the following
chapter).

4. The interaction coe�cients for each component pair (to be mentioned in the next
chapter).

These data are required for the calculation of the molar phase split and for calcu-
lation the composition of the liquid and gas phase. The calculation of phase densities
also requires information of the molar masses of the individual components.

Liquid density predictions based on EOS calculations are generally of poorer quality
than is the case for many other parameters. Because of the large number of components
in natural gas systems, a compositional representation of pure components is only prac-
tical up to typically Hexane or Decane. All heavier components have to be lumped into
one pseudo group. Properties of pseudo components are per de�nition not determined
and are therefore subject to optimization and tuning. Whatever the process may be, it
is always a question of matching calculations to measured data. If the measured data
can be satisfactorily matched, then the EOS program can be used with some con�dence
for the prediction of phase behavior and PVT data beyond the ranges covered by these
measured data.
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2.6.3 The Experimental Method

The phase behaviour of natural gases during pressure depletion can be measured in the
laboratory, by experiments. The depletion experiments normally start with a constant
composition depletion experiment (CCD). Then follows a constant volume depletion
experiment (CVD). Both experiments are started by �rst injecting reservoir gas into a
cell at initial reservoir pressure and - temperature.

A constant volume depletion experiment is conducted at reservoir temperature and
begins at the saturation pressure, i.e. the dew point pressure. The reservoir gas is
contained at this pressure in a celle and the volume of gas V = Vcelle is noted and used
as the reference volume [8].

Constant Composition Depletion

In a CCD experiment a known quantity (number of moles) of the reservoir gas is charged
into a windowed, high pressure cell and raised to a pressure slightly higher than the
initial reservoir pressure. The temperature is kept constant at the reservoir temperature
during the experiment. The pressure in the cell is lowered stepwise by increasing the cell
volume such that the gas will expand while the overall composition remains constant.
The process of constant composition depletion is depicted in Figure 2.13.

p V1 1 p V2 2 p V3 3 p V4 4

Figure 2.13: Constant composition depletion experiment.

At each pressure step, during a CCD experiment, the volume and pressure in the
cell are measured. The initial one phase condition is veri�ed and the dew-point is
determined by visually observing the formation of the �rst liquid drop that appears in
the cell. From the measured volume and pressure above the dew-point pressure, the
z-factor of the gas can be readily determined by using the real gas law,

Z =
pV

nRT
=

1

nRT
(pV ), (2.17)

where nRT is kept constant during the experiment.

Below the dew-point pressure the condensation of oil is measured and the yield of
oil represents the maximum liquid dropout during pressure depletion. The process of
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stepwise pressure reduction is normally continued until a doubling of the initial cell
volume is reached.

Constant Volume Depletion

If the CCD experiment indicates a signi�cant retrograde condensation, the pressure in
the cell is then increased up to the dew-point pressure and a constant volume depletion
experiment is started.

The pressure is again reduced stepwise but now by �rst expanding the cell volume
and then removing the excess gas volume at constant pressure. The extraction of excess
gas is done by reducing the cell volume to its initial value. See Figure 2.14 for a
schematic illustration of the CVD experiment.

p V1 1 p V2 2 p V2 1 p V3 3 p V3 1

V  - V2 1 V  - V3 1

n1 n2 n3n1 n2

Figure 2.14: Constant volume depletion experiment.

Removing some of the gas will reduce the number of moles initially injected in the
cell, while on the other hand, the cell volume is kept constant. For each step, the
pressure, the excess gas volume and the amount of liquid deposited in the cell are
measured. The withdrawn gas is analyzed for its composition. The stepwise depletion
process is continued until a reduced pressure of 30-40 bar is reached. The total number
of steps may then vary from 5 to 10 steps.

The CVD experiment resembles the process of normal pressure depletion that takes
place under production from natural gas reservoirs. The data obtained from the CVD
experiment are therefore useful in simulating natural gas depletion.

From the experimental pressure and volume data we can derive the z-factor for
the produced gas as well as the two-phase z-factor of the hydrocarbon mixture in the
cell. The two-phase z-factor (z2-factor) is the preferred parameter to use in natural gas
depletion production since it also accounts for the volume occupied by condensate oil
in the reservoir. The two-phase z-factor is given

Z2 =
pV

nRT
=

V

RT

( p
n

)
, (2.18)
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where V/RT is kept constant under the experiment.
The z2-factor is found to be useful in reservoir material balance calculation and

will yield a correct results as long as condensate oil is not produced together with the
gas. This would be true as long as the oil saturation remains below the critical oil
saturation in the reservoir. Above this saturation value, the oil will start to �ow and
the accumulation of oil in the reservoir will not continue to increase as predicted by the
CVD experiment. The error is, however, small and the z2-factor is used in estimating
the true z-factor.

A CVD experiment does not provide data directly applicable to the liquid yield of
a well stream, because the CVD experiment only simulates reservoir conditions and
not what happens in the well, where cooling and expansion of the produced gas in the
well-bore and at the surface, will lead to signi�cant alteration of the gas-oil ratio and
�uid composition in general. The CVD data does, however, provide the composition
of the well stream as function of the declining reservoir pressure, to a high degree of
accuracy.
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Chapter 3

Thermodynamics, Phase Behavior

and Gas Properties

In the previous chapter, a more qualitative description of �uid phase behavior was
presented. In this chapter we aim to be a bit more quantitative.

During the process of natural gas depletion, pressure will decrease gradually in
all parts of the reservoir and in the well-bore system. However, the rate of pressure
change in major parts of the reservoir is quite low. In particular is the time and spatial
pressure gradients very low compared to the overall pressure levels in most parts of the
reservoir. This fact alow us to apply basic principles related to phase equilibrium and
thermodynamics, in describing the phase properties in reservoir and well-bore �uid �ow.
The area of thermodynamical models describing fundamental aspects of PVT relations
and -simulation is a particular rich �eld of research [6, 7].

In this chapter however, we address the more quantitative aspects of the same pro-
cesses as described previously. In particular, we wish to focus on the basic considerations
needed, to deduce parameters suitable for numerical calculation of isothermal depletion,
reservoir and well-bore condensation and surface gas production. Though, an extensive
description of PVT and phase behavior of natural gases is not attempted here.

Based on molar composition of a natural gas, reservoir pressure and - temperature,
it is quite possible to estimate all parameters that are directly or indirectly necessary
to describe most �uid characteristics [8].

3.1 Determination of Phase Equilibrium

Di�erent pressure potentials are supposed to be established in the reservoir, before
�uids can start �owing. Then, the pressure potentials will di�er at each spatial point
and the potential at each spatial point will decrease as a result of normal depletion.
Even though the reservoir temperature remains constant, a varying reservoir pressure
challenges the image of what is normally understood as a static reservoir equilibrium.
In most situations, however, the magnitude of the spatial pressure gradients are small
compared to the general pressure level in the reservoir.

Under the assumption of a slow and stable pressure situation, - it is reasonable to
assume that the condition for chemical equilibrium is present in the reservoir. Figure 3.1

43
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depicts the situation of slow and stable �ow in the reservoir, where the phase split
between gas and liquid is slowly changing as we move from initial reservoir condition
to standard condition at the surface. At initial condition, the unit cell contains one
phase gas. As pressure and temperature decreases, liquid drops out of the gas. It is our
assumption that the phase split and thus the phase equilibrium evaluated at di�erent
pressures and temperatures will describe the phase behavior observed locally along the
�ow path. This statement is more true for reservoir �ow than for well-bore �ow.

Figure 3.1: The �gure shows the phase split as function of declining pressure and
temperature, at initial reservoir pressure, at the bottom hole and well head pressure
and �nally at surface condition.

In the previous chapter we have already identi�ed the equilibrium ratio Ki = yi/xi,
as the key factor in determining the phase split (V + L = 1), where yi and xi are the
molar ratio of component i contained in the vapor and liquid phase, respectively. When
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Ki is determined, then the phase split is indirectly de�ned . The question is therefore
how to determine the equilibrium ratio for a general hydrocarbon �uid!

3.1.1 De�nition of Equilibrium Ratio

When vapor and liquid (gas and oil) are con�ned (de�ned volume) at constant temper-
ature, the two phases will �nd its equilibrium. In this state of dynamical equilibrium,
some oil molecules will move into the vapor and some gas molecules will move into the
liquid (condensate), leading to a zero nett �ux of molecules between phases.

If we �ll some pure (one type of molecules) liquid into a vacuumed container, i.e.
water could be a excellent example, - water molecules will vaporize and eventually
form a vapor phase in equilibrium with the water phase. The pressure in the container
de�ned by this process is the vapor pressure P 0, where the vapor pressure is temperature
dependent and as we already know; the vapor pressure of water at 100 C0 is 1 atm.
The vapor pressure of many (most) liquids are experimentally known; P 0

i (T ).

Figure 3.2: Left: Equilibrium in container �lled with single component. Right: Con-
tainer �lled with multi component liquid.

Lets look at a situation where we �ll a container with pure hydrocarbon, i.e. ethane,
following the same procedure as above. See Fig 3.2, left. The gas or vapor pressure
is then pg = P 0

C2. If we add another liquid phase which does not vaporize (or having
a very high vapor pressure), the gas pressure is observed to decrease proportionally to
the reduced mole fraction of ethane; xC2. This observation is known as Raoult's law,

pg = xC2P
0
C2. (3.1)

If more hydrocarbon components are added, as described above and as shown in
Fig 3.2, right, - the gas pressure will be the sum of all partial (vapor) pressures as
de�ned by Raoult's law. Generally we get,

pg =
N∑
i=1

pi, where pi = xiP
0
i , (3.2)
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where pi is the partial vapor pressure of the i'th component. xi is the liquid molar ratio
of each component and P 0

i is the component vapor pressure. The linear relationship
between gas pressure pg, and composition xC2 is depicted in Fig. 3.3.

Since the vapor molar ratio is de�ned yi = pi/pg, according to Dalton's Law (see
Eq. 2.2), we get the following simple expression for the equilibrium ratio,

Ki =
yi
xi

=
pi/pg
pi/P 0

i

=
P 0
i

pg
. (3.3)

Since Raoult's law is known as an asymptotic or limiting law, much the way the ideal
gas law is known as a limiting law of real gas behavior (for low pressures), - Raoult's law
fail to describe mixtures where di�erent components are mixed at comparable molar
ratios. Eq. 3.3 is therefore an asymptotic equilibrium ratio valid for the somewhat
particular situation where the liquid and gas phases contained consist primarily of one
principal component. Therefore, the above expression is not well suited for describing
hydrocarbon mixtures.

The relationship between gas pressure and composition for real gases may certainly
deviate from Raoult's law in so many ways. Fig. 3.3 depicts how the function pg(xC2)
could vary (three di�erent alternatives) when more components are added to the mix-
ture.

Figure 3.3: Raoult's linear relationship compared to three di�erent alternatives for real
gases, where the initial gas pressure is the vapor pressure of one component ethane.

There exist many K-value correlations considered to be extensions of Eq. 3.3. Com-
mon for many of these correlations are the fact that they neglect the e�ect of mixture
composition, which again restrict the range and applicability for these correlations to
low or moderate pressures. One of the most popular correlations in this category is the
Wilson equation [8];
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Ki =
pci
p

exp

{
5.373(1 + ωi)

(
1− Tci

T

)}
, (3.4)

where Tci, pci and ωi are critical temperature, critical pressure and acentric factor for
component i, respectively. The Wilson equation generally provides reliable estimation
of K-values for sub-critical components and is less reliable for supercritical components.
The Wilson equation gives usually adequate equilibrium ratios for hydrocarbon mixtures
below 3.5 MPa and is therefore often used as an initial estimate in more elaborate
calculations, involving equation of state and fugacity calculations, which is an up-coming
topic.

For real gases of higher or high pressure, Eq 3.4 gives erroneous results. In order to
calculate the equilibrium ratio at these pressures, we therefore need a theory describing
the state of thermodynamic equilibrium where also the molar mixing ratios are included.

3.2 Basic Thermodynamics

Thermodynamics is a particular rich �eld of science, theoretical of cause, but also to
a surprisingly high degree of practical interest. In practical applications, equilibrium
thermodynamics form a basic platform from which many physical parameters can be
derived.

Thermodynamics consist essentially of the �rst, second and the third laws of ther-
modynamics. Derivations based on these laws, combined with an equation of state
(EoS), can provide deep insights and knowledge of �uid systems, �uid properties and
how they can be measured and calculated.

In this text we will focus on the task of de�ning an expression for the equilibrium
ratio Ki = yi/xi. Other aspects of equilibrium thermodynamics which would be of
more general nature and thus natural to elaborate on, are to a large degree omitted.
The development we will follow, is therefore to the point and perhaps unnaturally brief.
However, equilibrium thermodynamics are widely described and explained in nearly all
text book on thermodynamics, chemical engineering or physical chemistry.

3.2.1 Laws of Thermodynamics

The �rst law of thermodynamics states that the change of internal energy in a closed
system is equal to the heat absorbed by the system plus the work done on the system
and is written,

dU = δQ+ δW. (3.5)

Notice that δQ and δW are not exact di�erentials (like e.g. the internal energy: dU),
meaning that Q and W will depend on the interaction between the system and its
surroundings. In Figure 3.4, this situation is depicted, i.e. where the heat, δQ, delivered
to the system is used to increase the temperature in the system, while the work, δW
on the boundary of system is used to compress the system.

The work done on the system, as shown in Figure 3.4, can be symbolized by a force
F acting on a cylindrical cross section surface A, such that,

δW = Fdx = pAdx = pdV, (3.6)



48 CHAPTER 3. THERMODYNAMICS, PHASE BEHAVIOR AND GAS PROPERTIES

x x+dx x x+dx

dW

dQ

Figure 3.4: The �gure shows how work and heat delivered to a system, is leading to a
displacement of the system and to a temperature increase in the system.

where at constant area and pressure, p = F/A and where dV = Adx is the volume
of the system shown in the �gure. If the work δW delivered to the system under the
in�uence of an external pressure p is leading to a negative change in the system volume,
we may write the exact di�erential of volume change as

dV = −δW
p
. (3.7)

Following the exact same logic, we may state that the heat δQ delivered to a system
at a certain temperature T , is leading to an increase in the entropy S, of the system
and that the exact di�erential of change in entropy is written,

dS =
δQ

T
. (3.8)

Eq. 3.8 is known as the 2. law of thermodynamics.

Combining the 1. and 2. law of thermodynamics gives,

dU = TdS − pdV, (3.9)

where U , V and S are all external variables, depending on the quantitative aspects of
the system, while T and p are internal variables, independent of the amount or number
of molecules (or moles) in the system.

If a gas consists of various components (types of molecules) and amounts, - the total
number of moles is written n = n1 + n2 + n3 + · · ·nN . Since the external variables are
additive,

U = U1 + U2 + · · ·UN , (3.10)

V = V1 + V2 + · · ·VN ,
S = S1 + S2 + · · ·SN .

The internal energy for the gas is therefore written,

U = U(S, V, n), (3.11)

where the function n = n(n1, n2, · · · , ni, · · · , nN ) is used above.
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Eq. 3.11 can be di�erentiated and we get,

dU =

(
∂U

∂S

)
V,n

dS +

(
∂U

∂V

)
S,n

dV +

N∑
i=1

(
∂U

∂ni

)
V,S,ni

dni, (3.12)

where we have used the convention ni = [n1, n2, · · · , ni−1, ni+1, · · · , nN ]. Notice that
under the derivation of dni all other variables n 6=i are teated as constants.

Combining Eq. 3.9 and Eq. 3.12 gives

T =

(
∂U

∂S

)
V,n

, −p =

(
∂U

∂V

)
S,n

and µi =

(
∂U

∂ni

)
V,S,ni

where µi is known as the chemical potential. Eq. 3.12 is then written,

dU = TdS − pdV +
N∑
i=1

µidni, (3.13)

The additive properties, shown in Eq. 3.10, demand that the internal energy (as
well as S and V ) are �rst-order homogenous functions of the other extensive properties,
such that

U(λS, λV, λn1, λn2, · · · , λnN ) = λU(S, V, n1, n2, · · · , nN ), (3.14)

where λ is a positive constant.
Di�erentiating Eq. 3.14 with respect to λ and later using λ = 1, gives the following

expression of the internal energy U [3],

U = TS − pV +
N∑
i=1

µini. (3.15)

The intensive properties; T , p and µi, in the above equation, are not all independent.
This is shown by calculating the di�erential of Eq. 3.15,

dU = TdS + SdT − pdV − V dp+
N∑
i=1

µidni +
N∑
i=1

nidµi. (3.16)

Combining Eq. 3.16 with Eq. 3.13, gives the well known Gibbs-Duhem equation,

SdT − V dp+

N∑
i=1

nidµi = 0, (3.17)

which demonstrate that temperature (T ), pressure (p) and chemical potential (µi) of a
phase are not independent.

In Eq. 3.15 we observe that while some properties; T , p, V and ni, are well de�ned
in the sense that an absolute value can be found, the properties S and µi are not readily
calculated. Both the entropy and the chemical potential are relative quantities, where
the reference values (datum plan values) are not easily de�ned. (This point is to be
discussed shortly.)
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Eq. 3.15 could be regarded as the basic or fundamental equation from which quite
a number of thermodynamic quantities can be calculated. When it comes to practical
situations, di�erent boundary conditions is tackled simply by using slightly di�erent
fundamental equations. We are here talking about; the enthalpy H, the Helmholtz free
energy A, and the Gibbs free energy G, which are de�ned:

H = U + pV, (3.18)

A = U − TS, (3.19)

G = U − TS + pV. (3.20)

Combining Eq. 3.15 with the above equations gives;

H = TS +
N∑
i=1

niµi, (3.21)

A = −pV +

N∑
i=1

niµi, (3.22)

G =
N∑
i=1

niµi. (3.23)

We may now di�erentiate the above equations, similarly to the di�erentiation of the
internal energy and substituting by Eqs. 3.16 and 3.17, we get;

dH = TdS + V dp+
N∑
i=1

µidni, (3.24)

dA = −SdT − pdV +

N∑
i=1

µidni, (3.25)

dG = −SdT + V dp+
N∑
i=1

µidni. (3.26)

From the above di�erential equations we may infer that,

H = H(S, p, n), (3.27)

A = A(T, V, n), (3.28)

G = G(T, p, n), (3.29)

where by writing out the above equation in di�erential form as seen in Eq. 3.16 and
Eq. 3.17, we may conclude that;
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µi =

(
∂U

∂ni

)
S,V,ni

=

(
∂A

∂ni

)
T,V,ni

=

(
∂G

∂ni

)
T,p,ni

, (3.30)(
∂A

∂V

)
T,n

= −p, (3.31)(
∂G

∂p

)
T,n

= V. (3.32)

In the list of derivatives above, only those of immediate use in this text have been
listed. From the equations above it is evident the both the Helmholtz free energy and
the Gibbs free energy are particular well suited for processes at constant temperature
and volume, and at constant temperature and pressure, respectively. The Gibbs free
energy is particularly well suited for describing the state of �uids, since the independent
variables p and T are both easily measurable and controllable.

3.2.2 Thermodynamic Equilibrium

The principle of minimum energy, states that for a closed system, with constant external
parameters, such as pressure and temperature, the internal energy will decrease and
approach a minimum value at equilibrium.

As a comparison, the second law of thermodynamics, see Eq. 3.8, states that for a
isolated systems, (and �xed external parameters) the entropy will increase to a maxi-
mum value at equilibrium.

In thermodynamics, the Gibbs free energy is a potential that measures the capacity
of a system to do non-mechanical work. The Gibbs free energy, as we have seen in
Eq. 3.23, is a chemical potential that is minimized when the system reaches equilibrium,
at constant pressure and temperature, i.e. at chemical equilibrium the change in Gibbs
free energy is zero, dG = 0.

At equilibrium, and constant pressure (dp = 0) and temperature (dT = 0),

dG =
N∑
i=1

µidni = 0. (3.33)

In a closed system, containing nV moles of gas and nL moles of liquid in equilibrium
and at constant pressure and temperature, as depicted in Figure 3.5, Eq. 3.33 is written,

N∑
i=1

(µLi dn
L
i + µVi dn

V
i ) = 0, (3.34)

where µLi and µVi are the chemical potential of component i in the gas and liquid phase,
respectively.

Since the number of moles of each component contained in both phases are constant
at equilibrium, i.e. the number of liquid moles leaving the liquid phase must be equal
to the number of vapor moles leaving the vapor phase, or said di�erently, that the sum
of the two must be zero, i.e. dnLi + dnVi = 0, - the above equation is written,
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Figure 3.5: Gas and liquid at equilibrium showing the transport between phases.

N∑
i=1

(µLi − µVi )dni = 0. (3.35)

The number of vaporizing and condensing moles will vary between the di�erent
components and will thus be di�erent from zero. This means that for the sum in
Eq. 3.35 to become zero; µLi = µVi .

We have therefore reached the important result that at equilibrium; the chemical
potentials for each component, in each phase, must be equal.

The chemical potential obviously plays an important role in de�ning the thermody-
namic equilibrium. If we were able to calculate the µi in the two phases as function of
pressure (and temperature), we might use the above criteria of equal chemical poten-
tial in both phases; µLi = µVi , as a measure for de�ning the equilibrium pressure (and
temperature).

From the de�nition of the chemical potential, Eq. 3.30, and its derivative with
respect to pressure, it follows that,

(
∂µi
∂p

)
T,n

=

(
∂

∂p

(
∂G

∂ni

)
T,p,ni

)
T,n

=

(
∂

∂ni

(
∂G

∂p

)
T,n

)
T,p,ni

=

(
∂(V )

∂ni

)
T,p,ni

, (3.36)

where �rstly the order of derivation has been interchanged and secondly the result of
Eq. 3.32 is applied. Eq. 3.36 is an important result, relating the chemical potential of
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component i in a mixture to other measurable properties such as pressure, temperature
and composition.

Combining the real gas law and the di�erential ∂V/∂ni = ZRT/p, with the result
of the above derivation, we �nd,

dµi =
ZRT

p
dp

= RT Z d(ln p). (3.37)

Eq. 3.37 tell us that the chemical potential can be found as an integral with respect
to pressure and in the case of an ideal gas, integration gives,

µ = µ0(T ) +RT ln
p

p0
, (3.38)

where µ0 is de�ned in relation to a certain reference pressure p0.

Eqs. 3.37 and 3.38 points in the direction of de�ning a new concept related to
pressure, namely the fugacity.

3.2.3 Fugacity and Equilibrium Ratio

It has been proven advantageous to de�ne a new parameter, called the fugacity, f , such
that the di�erential representing of the real gas equation in Eq. 3.37, can be presented
similarly to the ideal gas equation 3.38.

The fugacity has thus the same unit as pressure and can be considered as an gen-
eralization of pressure or a correction to the real pressure. Another way of describing
fugacity is characterized as: its resemblance to the partial pressure in relation to equi-
librium between phases and the escaping tendency of molecules in one phase to escape
to the adjacent phase.

Substituting the fugacity function in Eq.3.37, we get,

(dµi = RT d ln fi)T,n, (3.39)

where fi is the fugacity of each component; 1 ≤ i ≤ N .

The above mentioned escaping tendency completes the de�nition of fugacity,

lim
p→0

(
fi
xip

)
= 1, (3.40)

where the partial pressure is pi = xip. xi is the molar fraction of component i.

The ratio between fugacity and partial pressure in Eq. 3.40, is often called the
fugacity coe�cient, ϕi,

ϕi =
fi
xip

. (3.41)

The fugacity coe�cient is also an important parameter, as it is directly related to
the equilibrium ratio, Ki, where we in the case of equilibrium between the liquid and
vapor phase have,
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Ki =
yi
xi

=
fVi
fLi

ϕLi
ϕVi

=
ϕLi
ϕVi

. (3.42)

In the above equation we have used the result from Eq. 3.35, that at chemical
equilibrium µLi = µVi . By using the de�nition of fugacity as in Eq. 3.39, it is clear that
at equilibrium the fugacities must be equal, fLi = fVi . Hence, the two phases will be in
equilibrium with no net transfer of molecules from one phase to another.

The important next step is therefore to develop the fugacity coe�cient into a com-
prehensive variable suitable for further calculation.

Let's start with the de�nition of fugacity, as in Eq. 3.39, and subtract the term
d(RT lnxip).

(dµi − d(RT lnxip) = RT d ln fi − d(RT lnxip))T,n. (3.43)

Using the de�nition of the fugacity coe�cient, Eq. 3.41 and the fact that d(lnxi) = 0,
since the composition is not varying, the above equation can be written,

RTd lnϕi = dµi −RT d ln p

= dµi −RT
dp

p
. (3.44)

Di�erentiating the real gas law gives (when T ∼ contant),

dp

p
=
dZ

Z
− dV

V
. (3.45)

Di�erentiating the chemical potential with respect to volume V and recalling the
result from Eq. 3.31, where (∂A/∂V )T,n = −p, we may write,

(
∂µi
∂V

)
T,n

=

(
∂

∂V

(
∂A

∂ni

)
T,p,ni

)
T,n

=

(
∂

∂ni

(
∂A

∂V

)
T,n

)
T,p,ni

= −
(
∂(p)

∂ni

)
T,p,ni

, (3.46)

where the result of the above development is,

dµi =

(
∂µi
∂V

)
dV = −

(
∂p

∂ni

)
dV. (3.47)

Inserting Eqs. 3.45 and 3.47 into Eq. 3.44, yield the result,

RT d lnϕi = − ∂p

∂ni
dV −RT

(
dZ

Z
− dV

V

)
,

=

(
− ∂p

∂ni
+
RT

V

)
dV −RT d lnZ (3.48)
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Integration of the above equation extends all possible volumes down to a well de�ned
volume, i.e. from ∞ to V . Switching the integration limits and rearranging, gives,

lnϕi =

∫ ∞
V

(
1

RT

∂p

∂ni
− 1

V

)
dV − lnZ. (3.49)

The above equation is the �nal result of this development. From Eq. 3.49, we may
calculate the fugacity coe�cient under the circumstances that we have a representation
of the volumetric behavior of gas and liquids. Such volumetric properties are normally
represented by the equation of states (EoS). There exist a great variety of di�erent EoS
to choose from, some more accurate than others depending on the �uids at hand, the
range of parameter variation and the complexity of representation.

The important lesson at this point is that; given an EoS, the fugacity coe�cients
ϕi can be calculated using Eq. 3.49. At equilibrium, we therefore have the following
results,

µLi = µVi

fLi = fVi

xLi ϕ
L
i = xVi ϕ

V
i (3.50)

From the above we may use Eq. 3.50 in order to de�ne the equilibrium and when
equilibrium has been reached, use Eq. 3.42 to calculate the equilibrium ratio Ki.

3.3 Equation of State (EoS)

Cubic equations of state are relatively simple equations relating pressure, volume and
temperature. Given as input are also a few other experimental parameters such as
critical properties, (Pci and Tci) and speci�c factors describing the interaction between
di�erent molecules.

The EoS describe the volumetric and phase behavior of pure components and mix-
ture of components to a surprisingly high degree of accuracy. The robustness of the
EoS is somewhat unexpected, since the nature of reservoir �uids are complex, consisting
of hydrocarbon components of more than 100 carbon atoms and additionally of non-
hydrocarbons such as; N2, CO2, H2S,H2O,He,Ar and others, - often to rather high
concentrations.

The chemistry of natural reservoir �uids are complex, where reservoir temperature
may vary between 30 − 170oC and reservoir pressure between 5 − 1300 bar. The good
performance of EoS in describing phase behavior is particular evident in vapor - liquid
calculations, but also solid states can be described by equation of states. In general va-
por phase behavior is slightly better described than the liquid phase, where in particular
the liquid density is often poorly determined.

Non-cubic equations is a class of EoS with usually many parameters and are thus
a bit more di�cult to handle both mathematically and through simulations. The ad-
vantage of these equations is that they can be tuned to simulate phase behavior of well
de�ned �uids and in particular for pure �uids and substances. These equations does
not, on the other hand, show superior behavior in describing complex hydrocarbons,
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like those we �nd in normal reservoirs. In fact, in the case of natural reservoir �uids,
cubic equations of state show superior predictability of phase behavior.

3.3.1 The van der Waals Equation

The simplest known cubic equation of state, is the van der Waals equation, introduced
already in 1873, (

p+
a

v2

)
(v − b) = RT, (3.51)

where v = V/n is the molar volume and a and b are experimental constants.
The van der Waals (vdW) equation is an improvement of the ideal gas law, where

some physical characteristics are introduced through the parameters a and b. The vdW
equation introduces a whole new class of equation of states, highly appreciated and with
great success. Though, the success of the vdW equation was not immediately recognized
as the procedure of handling the calculations involved in applying the equation, does
to a high degree depend on modern numerical calculations, - as we will see later in this
section.

The parameters a and b in Eq. 3.51 are considered as corrections to the pressure
and volume (molar volume) in the ideal gas law, where:

b is the hard-core or co-volume parameter. The parameter is said to be the packing
limit, by which the �uid can not become any denser or di�erently, the limiting
volume occupied by the �uid molecules themselves. Therefore , v > b.

a has a more composed (di�cult) meaning, related to potential and a�nity of the
di�erent molecules. a is known as the attractive term, to depend on temperature
and on dimension aspects of molecules,

a(T ) = a(Tc)α(Tr, ω), (3.52)

where α is a dimensionless function of the pseudo reduced temperature and the
acentric factor, respectively. (The acentric factor is a measure of the di�erence
in molecular structure between various components in the gas. For a gas with
spherical symmetry, i.e. like the argon molecule, ω = 0.)
For the time being, we will assume a to be a constant.

If we multiply Eq. 3.51 by v2 and carry out the multiplication, we get,

v3 − bp+RT

p
v2 +

a

p
v − ab

p
= 0. (3.53)

The above equation is a cubic equation where the pressure - volume solution can
indirectly be depicted as in Figure 3.6. Please notice that the �gure depicts the pressure
- explicit equation, p(V ) of Eq. 3.53.

Figure 3.6 illustrates that Eq. 3.53 generally has three di�erent roots; A, B and D for
temperatures T < Tc. For temperatures higher than the critical temperature (T ≥ Tc),
only one root exist. Of the three roots, vA < vD < vB, the lowest root, vA = vL is the
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Figure 3.6: Pressure - volume relation for a cubic equation, illustrating the PV-plot for
a pure substance.

liquid solution, while the largest root, vB = vV is the vapor solution. The root vD in
the two-phase region has no signi�cant meaning, as the system in equilibrium will be
either in its vapor or liquid state (or di�erently; some of the original �uid will be in its
liquid phase while other parts of the �uid will behave as a vapor).

At the critical point T = Tc, all roots in Eq. 3.53 will coincide and vA = vB = vD =
vc, where the cubic equation Eq. 3.53 will reduce to,

(v − vc)3 = v3 − 3vcv
2 + 3v2

cv − v3
c = 0 (3.54)

Using the above cubic equations, Eqs. 3.53 and 3.54, yields the value of the constants
a, b and R,

3vc =
bpc +RTc

pc

3v2
c =

a

pc

v3
c =

ab

pc



a = 3pcv
2
c

b =
vc
3

R =
8pcvc
3Tc

(3.55)

Inserting for the constants a, b and R in the vdW equation, Eq. 3.51, gives(
p

pc
+

3v2
c

v2

)(
v

vc
− 1

3

)
=

8T

3Tc
. (3.56)

Introducing pseudo reduced quantities; pr = p/pc, vr = v/vc and Tr = T/Tc, the
vdW equation can be written on dimensionless form,
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(
pr +

3

v2
r

)(
vr −

1

3

)
=

8

3
Tr. (3.57)

The above equation demonstrates the principle of the corresponding states, which
states that at the pseudo reduced state, (pr, vr, Tr) is the same for all �uids, i.e. when
the normal pressure, volume and temperature is reduced to pseudo reduced variables,
all �uids behave similarly. Pseudo reduced quantities, generally reduce the complexity
of mathematical handling as all cases are handled simultaneously, where the solution is
given on a general form, applicable for all �uids.

The critical compressibility factor Zc, for gases described by the vdW equation can
be written,

Zc =
pcvc
RTc

=
3

8
, (3.58)

where we have used the result found for R, form Eq. 3.55.
For gases behaving ideally, we have Z = Zc = 1 while for gases obeying the vdW

equation Zc = 0.375. The critical compressibility factor is an observable quantity and
can be measured. Experimentally there are very few (if any) compounds that have a Zc
factor greater than 0.3, which again indicate that, seen form a practical point of view,
the van der Waal EoS may not be the preferred equation of state.

3.3.2 Cubic Equations

A simple equation such as the vdW equation cannot accurately model the phase behavior
of complex �uid mixtures. On the other hand, the vdW equation introduces a family
of cubic equations from which many of the most popular EoS originate. Numerous
attempts have been made to modify the two parameter vdW equation. In most cases,
it is the attractive term a, that has been subject for modi�cation while the b-term has
remained unchanged.

One of the more successful modi�cation of the vdW EoS was introduced by Redlich
and Kwong in 1949 and later modi�ed by Soave in 1972, by introducing an temperature
dependence in the attractive term a = a(T ), as already discusses above. The Soave-
Redlich-Kwong (SRK) equation of state is usually written,

p =
RT

v − b
− a(T )

v(v + b)
. (3.59)

Another, yet popular EOS, belonging to the family of two parameter cubic equations
was introduced in 1976 by Peng and Robinson,

p =
RT

v − b
− a(T )

v(v + b) + b(v − b)
. (3.60)

Cubic equations with more than two constants exists in many variations, but seem
to fail to improve the volumetric phase behavior prediction of complex reservoir �uids.
In fact, of all cubic EoS belonging the the vdW-family, the two parameter equations
often do better.

It therefore seems just, to concentrate further e�orts on the Peng-Robinson (PR)
equation, as the best choice of EoS, both with respect to simplicity and reliability.
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3.3.3 The Peng-Robinson Equation

The modi�cations made by Peng and Robinson in Eq. 3.60, relative to the SRK EoS,
had the purpose of primarily improving the prediction of liquid density. The term
b(v − b) in the PR-equation is therefore intended to reduce the attractive term such
that liquid densities are better represented.

Multiplying by the denominators in Eq 3.60 and dividing by p2/(RT )3, gives

( p

RT

)3
(v3 + bv2 − 3b2v + b2) =

( p

RT

)2
(v2 + 2bv − b2)−

( p

RT

)2 a

RT
(v − b). (3.61)

Inserting the compressibility factor de�ned by the real gas law; Z = pv/(RT ), in
the above equation, and introducing two new parameters A and B, Eq. 3.61 is written,

Z3 − (1−B)Z2 + (A− 2B − 3B2)Z − (AB −B2 −B3) = 0,

where A =
ap

(RT )2
and B =

bp

RT

(3.62)

The solution of the cubic equation, Eq. 3.62 is illustrated in Figure 3.7. From the
discussion related to the van der Waals equation, it is clear that the molar volume
must be larger than the hard-core value, v > b. This means that the realistic solutions
of the cubic equation must be positive (since p and T are both positive) and satisfy,
Z > pb/(RT ).

Figure 3.7: Possible solution of the pressure-explicit cubic equation for a chosen �xed
pressure and temperature.

For pressures lager than p1 and lower than p2, and given a certain temperature
T , only one solution will exist, i.e. the liquid solution, ZL or the vapor solution, ZV ,
respectively. For pressure p1 < p < p2, three real solution may exist ZA < ZD < ZB,
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where the lowest value is the liquid solution, ZL = ZA and the highest value is the
vapor solution, ZV = ZB. The intermediate solution ZD has no physical meaning, as
the �uid is either a liquid or a vapor.

At the critical point ZC = pcvc/(RTc), all three solutions fall on the same point in
the PV-diagram (see Figure 3.6) and we may write the cubic equation similarly as in
Eq. 3.54,

Z3 − 3ZcZ
2 + 3Z2

cZ − Z3
c = 0. (3.63)

Combining Eqs. 3.63 and 3.62, and solving the three equations gives,

3Zc = 1−B
3Z2

c = A− 2B − 3B2

Z3
c = AB −B2 −B3


A = 0.45723

B = 0.77796

Zc = 0.30740

(3.64)

From the above calculations, the compressibility factor related to the PR-EoS is
found to be Zc = 0.307404, which is closer to the experimental values obtained for pure
hydrocarbons. Figure 3.8, gives an overview of the various compressibility factor. In
the �gure, the value obtained from the SRK-EoS is also included, for comparison.

Figure 3.8: Graphic representation of compressibility factors for di�erent EoS.

From the de�nition of the parameters A and B in Eq. 3.62 and the above results,
we can de�ne the physical parameters introduced in the PR-EoS, a and b, such as

a = 0.45723
(RTc)

2

pc
,

b = 0.77796
RTc
pc

. (3.65)

Up to this point in the development of the PR-EoS, all deductions has been purely
academic and the only ties to the experimental world have been through the critical
values pc and Tc. As already mentioned, experimental data has been most successfully
introduced into the PR-EoS through the attractive constant a = a(Tc). From Eq. 3.52
we have learned that a is temperature dependent through the α(Tr, ω) function.

The adjustment done to �t experimental data from various components and �uids to
obtain satisfactory correspondence between observed and predicted �uid phase behavior
is a lengthy and tedious elaboration of measurements and calculations. In this text, we
only sum up the results [1];
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a(T ) = a(Tc) α(Tr, ω),

α = (1 +m(1−
√
Tr))

2, (3.66)

m = 0.37464 + 1.54226 ω − 026992ω2, (3.67)

ω =
3

7

(
log(pc/patm)

Tc/Tb − 1

)
− 1, (3.68)

where ω is known as the acentric factor. Tb is the normal boiling point temperature.
Pressure and temperature is measured in atm. and K, respectively.

3.3.4 The Equilibrium Coe�cients

Based on the PR-EoS, Eq. 3.60, we may now calculate the fugacity coe�cients ϕi,
presented in Eq. 3.49. For pure components the calculation seems to be straight forward,
where the constants a and b are taken directly for Eqs. 3.65 and 3.52. In the case of a
mixture of components, these calculations become a bit more elaborately.

For a �uid containing a mixture of components, the value of the constants a and b
used in the PR-EoS, should represent an average over all components in the mixture.
The averaging process should also secure a collective representation of the �uid.

One of the most favored averaging rules for hydrocarbon mixtures used, combine
both geometric and arithmetic averaging processes, where the following mixing rules
are used,

a =
N∑
i=1

N∑
j=1

xixjaij , where aij = (1− δij)
√
aiaj (3.69)

b =

N∑
i=1

xibi, (3.70)

where δij is an interaction parameter, δij = δji, generally independent of pressure,
temperature and composition. xi = ni/n is the mole fraction of component i. ai and bi
represent the parameters of pure substance i, de�ned by Eqs. 3.65.

From the above mixing rules, we have that the parameters a and b are both functions
of the molar content ni, while the pure substance parameters ai and bi are constants
(experimental values characteristic for that particular pure substance). Thus a = a(ni)
and b = b(ni).

The PR-EoS can be written,

p =
RT

v − b
− a

(δ1 − δ2)b

(
1

(v + δ2b)
− 1

(v + δ1b)

)
, (3.71)

where

δ1 =1 +
√

2 and δ2 = 1−
√

2,

δ1 − δ2 =2
√

2 and δ1δ2 = −1 and δ1 + δ2 = 2.
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(Note that we in this text are here using two di�erent delta functions δi,j and δ1, δ2,
where δi,j = 0 if i = j and δ1, δ2 are de�nes above.)

Reintroducing the volume V = nv in the PR-EoS, gives

p =
nRT

V − nb
− n2a

(δ1 − δ2)nb

(
1

(V + δ2nb)
− 1

(V + δ1nb)

)
. (3.72)

The PR-EoS, on the form as presented above is well suited for the derivation ∂p/∂ni,
as prescribed by Eq. 3.49. Derivation gives,

∂p

∂ni
=

RT

V − nb
∂n

∂ni
− nRT 1

(V − nb)2

(
−∂nb
∂ni

)
−
[

1

(δ1 − δ2)nb

∂(n2a)

∂ni
− n2a

(δ1 − δ2)

1

(nb)2

∂nb

∂ni

](
1

V + δ2nb
− 1

V + δ1nb

)
−
[

n2a

(δ1 − δ2)nb

](
−δ2

(V + δ2nb)2

∂nb

∂ni
− −δ1

(V + δ1nb)2

∂nb

∂ni

)
,

(3.73)

where the derivatives with respect for ni are,

∂n

∂ni
= 1

∂nb

∂ni
= bi

∂n2a

∂ni
= 2

N∑
j=1

njaij = 2n

N∑
j=1

yjaij

Substituting for the above derivatives in Eq. 3.73 and rearranging, gives,

∂p

∂ni
=

RT

V − nb
+

nRT

(V − nb)2
bi

− a

(δ1 − δ2)b

[
2
∑N

j=1 yjaij

a
− bi
b

](
1

V + δ2nb
− 1

V + δ1nb

)
+

bi
(δ1 − δ2)

n2a

nb

(
δ2

(V + δ2nb)2
− δ1

(V + δ1nb)2

)
,

(3.74)

Substituting the di�erential pressure, Eq. 3.74 into Eq. 3.49, and regrouping, gives,
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lnϕi =

∫ ∞
V

1

RT


(

RT

V − nb
− RT

V

)
︸ ︷︷ ︸

I1

− a

(δ1 − δ2)b

(
2
∑N

j=1 yjaij

a
− bi
b

)(
1

V + δ2nb
− 1

V + δ1nb

)
︸ ︷︷ ︸

I2

+
nRT

(V − nb)2
bi +

bi
(δ1 − δ2)

n2a

nb

(
δ2

(V + δ2nb)2
− δ1

(V + δ1nb)2

)
︸ ︷︷ ︸

I3

 dV − lnZ.

(3.75)

Subdividing the integral in Eq 3.75 into three parts and integrating, we get,

∫ ∞
V

I1

RT
dV − lnZ =

−1

RT
[RT ln(V − nb)−RT lnV ]− lnZ

= − ln

(
Z − Znb

V

)
= − ln(Z −B), (3.76)∫ ∞

V

I2

RT
dV =

−1

RT

[
1

(δ1 − δ2)

a

b

(
2
∑N

j=1 yjaij

a
− bi
b

)
ln
V + δ2nb

V + δ1nb

]

=
1

(δ1 − δ2)

A

B

(
2
∑N

j=1 yjaij

a
− bi
b

)
ln
Z + δ2B

Z + δ1B
, (3.77)∫ ∞

V

I3

RT
dV =

1

RT

[
−nRT
V − nb

bi −
bi
b

1

(δ1 − δ2)

V

n

(
−(δ1 − δ2)n2a

(V + δ2nb)(V + δ1nb)

)]
=

bi
b

(
1

RT

−nbRT
V − nb

+
V

n

1

RT

(
nRT

V − nb
− p
))

=
bi
b

(1− Z). (3.78)

In the integration above, we have used the real gas law pV = ZnRT , the parameters
B = bp/(RT ) and A = ap/(RT )2 and the de�nition of the PR-EoS presented in Eq. 3.71.

The �nal expression de�ning the equilibrium coe�cient for the PR-EoS is written,

lnϕi = (1−Z)
bi
b
−ln(Z−B)+

1

2
√

2

A

B

(
2
∑N

j=1 yijaij

a
− bi
b

)
ln
Z + (1−

√
2)B

Z + (1 +
√

2)B
, (3.79)

where the above equation gives the equilibrium coe�cient for the ith component in a
multi component mixture. Eq. 3.79 should be calculated for all components, given a
certain prede�ned pressure and temperature. From the de�nition of the equilibrium
coe�cient ϕ, given by Eq. 3.41, - �rst the fugacities fi, should be calculated. When the
equilibrium is found, the equilibrium ratio Ki, de�ned in Eq. 3.42, is calculated.
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3.4 Simulation of Phase Behavior

Using the PR-EoS equilibrium coe�cient in Eq. 3.79, we could start designing an au-
tomatic calculation procedure leading up to the complete characterization of the �uid
phase behavior for all pressures and temperatures of interest.

However, with a minimum amount of extra e�ort we may expand the calculation
done in the above section, to include a broad class of cubic EoS.

3.4.1 General Cubic EoS

Almost all known cubic EoS can be represented by the general equation,

p =
RT

v − b
− a

(v − b+ c)(v − b+ d)
, (3.80)

where c and d are two new constants. The parameter a = a(T ) is de�ned as above.

Depending on the chosen values for c and d, the three EoS mentioned so far can be
represented by Eq. 3.80 if,

vdW: c = d = b
SRK: c = b and d = 2b

PR: c = (2−
√

2)b and d = (2 +
√

2)b

Introducing the compressibility factor Z in Eq. 3.80 similarly as in Eq. 3.62, we get,

Z3 + Z2[−3B + (C +D − 1)] + Z[3B2 − 2B(C +D − 1) + (A+ CD − C −D)]

+ [B3 +B2(C +D − 1)−B(A+ CD − C −D)− CD] = 0,

where A =
ap

(RT )2
, B =

bp

RT
, C =

cp

RT
and D =

dp

RT
(3.81)

The above equation can be solved at the critical point and Z = Zc ⇒ (Z−Zc)3 = 0
gives the following three equations,

−3Zc = −3Bc + (Cc +Dc − 1)

3Z2
z = 3B2

c − 2Bc(Cc +Dc − 1) + (Ac + CcDc − Cc −Dc)

−Z3
c = B3

c +B2
c (Cc +Dc − 1)−Bc(Ac + CcDc − Cc −Dc)− CcDc

where the constants Ac = Ac(pc, Tc), Bc = Bc(pc, Tc), Cc = Cc(pc, Tc) and Dc =
Dc(pc, Tc). If a fourth equation is introduced,

Cc = λBc,

stating a linear relationship between C and B, we may �nd the constants Ac, Bc, Cc
and Dc solving the following four equations, where Zc and λ are prede�ned,
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B3
c + (−3Zc + 3λ− λ2)B2

c + (−3λZc + 3Z2
c + λ)Bc − Z3

c = 0 (3.82)

Cc = λBc (3.83)

Dc = (3− λ)Bc − 3Zc + 1 (3.84)

Ac = (λ2 − 3λ+ 3)B2
c + (3λZc − λ− 6Zc + 3)Bc + (3Z2

c − 3Zc + 1) (3.85)

The solution of the above equations are done for the following choice of Zc and λ;

vdW: Zc = 0.375 and λ = 1 (3.86)

SRK: Zc = 0.333, λ = 1 and m = 0.480 + 1.574ω − 0.176ω2 (3.87)

PR: Zc = 0.307, λ = 2−
√

2 and m = 0.3746 + 1.542ω − 0.270ω2 (3.88)

Integration of Eq. 3.80, using Eq. 3.49 and following the same procedure as in the
Peng-Robinson case, gives the equilibrium coe�cient,

lnϕi =
bi

Z −B
− ln(Z −B)

+
A

D − C

(
bi − di

Z −B +D
− bi − ci
Z −B + C

)
−

(
2
∑N

j=1 yijaij

D − C
− A(di − ci)

(D − C)2

)
ln
Z −B +D

Z −B + C

(3.89)

In the above equation the parameters A(p, T ), B(p, T ), C(p, T ) and D(p, T ) are
de�ned according to Eq. 3.81, while the constants Ac, Bc, Cc and Dc, in Eqs. 3.82 to
3.85 are calculated, such that the mixing parameters ai, bi, ci and di are de�ned;

ai = Aci
(RT )2

p
(3.90)

bi = Bci
RT

p
(3.91)

ci = Cci
RT

p
(3.92)

di = Dci
RT

p
(3.93)

where again a, b, c and d are de�ned according to the mixing rules, such as in Eqs. 3.69
and 3.70.

3.4.2 Calculation and Simulation

All major elements needed to calculate the two phase behavior at equilibrium for a
mixture of components are now present. When the fugacities for the liquid and vapor
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state are equal, chemical equilibrium is found and the phase split and then compositions
are readily available.

The complete calculation procedure can now be described as a stepwise process,
were reference is made to equations already developed. Based on the items presented
below, a data simulation program is constructed by which all calculations are done
automatically.

The calculations involved in the PVT simulations are the following:

1. The choice of EoS; vdW, SRK or PR is done by choosing the correct set of
parameters; Zc, λ and m, de�ned in Eqs. 3.86 to 3.88. The acentric factor ωi,
de�ned for each component is normally part of the input data.

2. Critical pressure and temperature, (pc, Tc)i, together with �uid composition zi
and molar weight of compositionmi and as already mentioned, the acentric factor,
constitute the input data needed to perform these calculations.

3. The constants Ac, Bc, Cc and Dc are calculated for all components i = 1, · · · , N ,
using Eqs. 3.82 to 3.85.

4. The mixing parameters ai, bi, ci and di are calculated for a given pressure and
temperature, using Eqs. 3.90 to 3.93. The parameters a, b, c and d are calculated
using mixing rules such as in Eqs. 3.82 to 3.85.

5. The the parameters A, B, C and D are calculated and the compressibility factor
Z(p, T ) is calculated using Eq. 3.81. From the (in principle) three solution of
Eq. 3.81; Z1 < Z2 < Z3, the lowest is de�ned as the liquid solution, ZL = Z1 and
the highest as the vapor solution, ZV = Z3.

6. The equilibrium coe�cients ϕL and ϕV , are calculated using Eq. 3.89 and the fu-
gacities fL and fV are calculated using Eq. 3.41. Both the equilibrium coe�cients
and the fugacities are calculated for all components.

7. If fLi = fV i, i = 1, · · · , N , then the two phases are in equilibrium and the phase
split can be calculated.

8. The equilibrium ratio Ki is de�ned by Eq. 3.42 and the vapor molar split V is
calculated using the Newton-Raphson iteration, described in the previous chapter.
When the molar phase split is found, the compositions xi and yi are readily avail-
able. At his point we are ready to start calculating the vapor-liquid equilibrium
for new pT point.

9. If, on the other hand, the fugacities are not identical, a new iteration is initiated,
where a successive substitution method is used, where

KM+1
i =

(
ϕLi
ϕV i

)M
= KM

i

(
fLi
fV i

)M
,

where M is the iteration variable.

A solution is reached when the following tolerance criteria is met,
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N∑
i=1

(
fLi
fV i
− 1

)2

< ε,

where ε� 1 is used.

3.4.3 Simulation Results

Based on the above development, a PVT-simulation program has been developed where
the main results derived in the previous sections, have been used. The PVT program
is based on many of the equations developed above and is designed to demonstrate the
applicability of the theory presented. The PVT program, as it appear here in this text,
is not a fully developed PVT-simulation program, compared to the many commercial
available PVT packages.

In the program presented here, the only �uid speci�c input parameter is the com-
position. No options for tuning the calculations to e.g. an experimental measured dew-
or bubble point point value or densities, are allowed for in this program. The use of the
present program is therefor limited to demonstration purposes only. In the continuation
of this text, in the coming chapters, a commercial PVT-simulation package (PVTsim
from Calsep) is therefore used in calculations involving PVT phase behavior.

The PVT-simulation program has the capability to do the following calculations;

1. Two phase envelope calculations and

2. depletion pressure calculations.

An input �le is de�ning the simulation process as well as the form and type of output
data.

In order to demonstrate the capability of the PVT-simulation program, the compo-
sition of a dry gas (Lean Gas) and a gas-condensate (Rich Gas) have been chosen. The
composition of the two gases are presented in Fig. 3.9 and in Table 3.1.

The two gases are characterized by 14 compounds, which are reasonably well de�ned
with respect to molar weight, critical temperature and pressure and other parameters
such as the accentric factors (see Eq. 3.68). The 14'th compound however is a C+

component, where all heavier components are lumped into. The C+ components are
supposed to characterize all heavier components and can therefore not be de�ned ac-
curately. The C+ component can be characterized experimentally, but more commonly
these pseudo-components are treated as tuning parameters. In a PVT-simulator, these
pseudo-components are de�ned according to overall important and general parameters
such as liquid yields, condensate gas ratios and other parameters determining the extent
of mass transfer from liquid to gas and vice versa [2].

The two phase envelope for the two gases are shown in Figure 3.10, where the
pressure and temperature limits are 10 to 250 bars and 250 to 450 Kelvin, respectively.
The critical point for the gas condensate is located at (232.8 bars, 322.2 K), while the
critical point for the dry gas would be located outside the plot, where the simulation
program was not been able to locate this point, due to convergence errors. This is not
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Figure 3.9: Composition of rich and lean gas.

Table 3.1: Composition of rich and lean gas.
Component Lean Gas Rich Gas

N2, 0.0170 0.0020
CO2, 0.0328 0.0351
C1, 0.8924 0.7783
C2, 0.0308 0.0688
C3, 0.0068 0.0297
iC4, 0.0012 0.0049
nC4, 0.0013 0.0104
iC5, 0.0006 0.0039
nC5, 0.0004 0.0045
C6, 0.0006 0.0060
C7, 0.0024 0.0101
C8, 0.0024 0.0103
C9, 0.0013 0.0065
C+

10, 0.0100 0.0295

unusual for light gases as their critical points often are found at quite low pressure and
temperature values.

In calculating the two phase envelopes, a fugacity tolerance of ε < 1.0 · 10−12 has
been used. (The same Decane Plus molar weight: MWC10+ = 231.787 is used for both
gases!)

In the depletion pressure calculations, the vapor molar fractions are calculated for
certain pre-selected temperatures. The left part of Figure 3.11 shows the depletion lines
for temperatures 350 K and 370 K.
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Figure 3.10: Two phase envelope for a rich and and lean gas

Figure 3.11: Depletion pressure calculations and vapor molar fractions.

The right hand side of the �gure shows the vapor molar fraction as function of
pressure. Inside the two-phase envelope, the molar fraction de�nes the equilibrium
phase split of vapor and liquid in the mixture. On the dew point curve this vapor molar
fraction would therefore be equal to 1. Figure 3.11 shows that the lean gas contains
very little oil compared to the rich gas, as the vapor fraction is high. The maximum
dropout of liquid for the lean gas is less than 1.5 % (370 K), compared to about 15 %
in the rich gas case. We also observe; as the depletion temperature moves toward the
critical point (to the left in on the two-phase envelope), ie. from 370 K to 350 K, - more
liquid drops out of the gas.

The depletion pressure option, in the program, renders the opportunity to perform
various calculations based on equilibrium as function of pressure and temperature. Fig-
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Figure 3.12: Gas compressibility factor, Zg

ure 3.12 shows the gas compressibility factor, Zg for the two temperatures; 350 K and
370 K, as function of pressure. The compressibility factor is particular important as co-
e�cient in the real gas law. As seen from the �gure, the behavior of lean gases are more
"ideal" than rich gases, as Zg is closer to unity and that gases behave more "ideally"
for lower temperatures than for higher temperatures.

Figure 3.13: Equilibrium values, Ki

The depletion pressure calculations also renders the composition data for the Z-,
X- and Y - phases, related to pressure and temperature. The equilibrium coe�cients
Ki, as de�ned in Eq. 3.42 are depicted in Figure 3.13 for pressures from 10 to 235 bars.
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For increasing pressures and �nally ending up at the dew-point pressure, all Ki's are
approaching unity. For a given pressure and temperature, Ki = 1 de�nes the conversion
point.

As observed earlier, the position or point in the two phase envelope where the deple-
tion line crosses the dew-point line, - the saturation of liquid in the gas is in�nitesimal
small (for a gas condensate mixture). This point is therefore called the saturation point.
The two-phase envelope can therefore be de�ned as those pressure and temperature
points where the conversion point is equal to the saturation point.

3.5 Gas Properties

Four di�erent natural gas �elds from the North Sea are here presented as typical ex-
amples of natural gases. Figure 3.14 presents the two-phase envelope from the di�erent
�elds; Frigg, Gullfaks, Kvitebjørn and Sleipner Vest.

Figure 3.14: Two-phase envelope from Frigg, Gullfaks, Kvitebjørn and Sleipner Vest
and pressure depletion line.

Common for all four two-phase envelopes, as presented in Figure 3.14, is that the
critical points are all located outside the temperature range de�ned in the �gure. Thus,
the part of the two-phase envelope shown in Figure 3.14, is primarily the dew-point
curve. The vertical lines in Figure 3.14 are the isothermal depletion line, starting at
initial reservoir pressure.

In the case of the gas from Frigg, we clearly see that at reservoir condition, the
two-phase region is never entered, which is why Frigg is a dry gas �elds. In the case of
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Gullfaks, the two-phase envelope is close and barely touching the isothermal pressure
depletion line. Two phases (gas and liquid) does not occur in the reservoir, but can
be expected to occur in the well-bore or associated tubings. The combination of no
liquid condensation in the reservoir and two-phase production at standard condition
is typical for wet gas reservoirs. Gas production from Kvitebjørn will eventually pas
into the two-phase region with some but small retrograde condensation of liquid in the
reservoir, - which again is typical for gas condensate reservoirs. The fact that both
Gullfaks and Kvitebjørn are over-pressurized leads to signi�cant gas production before
the two-phase region is entered and in the case of Kvitebjørn only a minor part of the
gas will condensate. In the case of Sleipner Vest, retrograde condensation will start
quite early and the amount of liquid condensation will be considerable (compared to
Kvitebjørn).

Of the four �elds described above, Sleipner Vest is the most interesting, seen for a
reservoir production point of view. Liquid condensation in the reservoir under natural
depletion do represents a greater challenge, than one-phase gas production. Secondly,
from a purely modeling point of view, all models describing gas production from gas
condensate reservoirs are automatically also models of dry - and wet gas reservoirs.

Figure 3.15 shows the dew-point curve (V = 1) for Sleipner Vest gas, the same curve
as shown in Figure 3.14. The dotted line, hovever, is the iso-fraction line V = 0.974,
ie. the line inside the two-phase envelope where the gas-liquid fraction is 0.974. The
isothermal pressure line is merely touching the iso-fraction line at a reservoir pressure of
about 140 bars. At this pressure the retrograde condensation has reached its maximum
in the reservoir and further pressure reduction will in principle cause liquid to evaporate.

Figure 3.15: Dew-point curves V = 1.0 and V = 0.974 for Sleipner Vest gas.
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A consequence of liquid condensation, as shown in Figure 3.15, is a lighter reservoir
gas. Since the more heavier components of the gas is "falling out" and are forming
a liquid, the remaining gas must be lighter and thus, the composition of the gas must
become leaner. Examples of produced gas compositions are given as function of pressure
in Table 3.2.

Table 3.2: Composition in mole % of produced well stream at 120oC (Sleipner Vest
gas).

Pressure [bar] 434 359 138 30

N2, 0.78 0.78 0.80 0.78
CO2, 8.72 8.72 8.85 8.88
C1, 71.00 71.02 72.53 71.57
C2, 8.56 8.56 8.63 8.81
C3, 4.67 4.67 4.62 4.91
iC4, 0.71 0.71 0.69 0.76
nC4, 1.23 1.23 1.18 1.32
iC5, 0.41 0.41 0.38 0.45
nC5, 0.41 0.41 0.38 0.45
C6, 0.45 0.45 0.39 0.48
C7, 0.66 0.66 0.50 0.61
C8, 0.70 0.70 0.47 0.52
C9, 0.41 0.41 0.24 0.23
C+

10, 1.29 1.28 0.35 0.24

The four pressures chosen in Tabel 3.2 are the initial pressure, a pressure close to
the dew-point but inside the two-phase envelope, a pressure close to maximum liquid
condensation in the reservoir and lastly the end point pressure where gas production is
halted, respectively.

From the gas composition (yi) as presented in Table 3.2, and the composition of
the condensate liquid (xi) we may calculate all other parameters needed to carry out
material balance and other fundamental relationships.

3.5.1 Gas Density

The PVT behavior of ideal gases (no interaction between the gas molecules) is described
by the Ideal-Gas Law. Real gases behave as ideal gases at low pressure. At higher
pressure the deviation from the ideal gas behavior is characterized by a correction
factor, a z-factor, and the Real Gas Law is written,

pV = ZnRT, (3.94)

where n is the number of moles in the gas and R is the gas constant R = 8314.413Pa ·
m3/(kmol ·K). p, V and T is the pressure, volume and temperature, respectively.

The correction factor is also known as the gas deviation factor, the compressibility
factor or simply as the z-factor. For ideal gases the z-factor is equal to unity. For
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real gases it may be greater or less than unity, depending on the pressure, temperature
and the composition of the gas. The z-factor may vary considerably, but is commonly
found in the interval 0.63 < Z < 1.58. z-factors can be determined by experiments or
calculated from PVT simulations.

If the mean molecular mass of a gas is M (average mass of one mole gas). Then,
using the real gas law Eq. 3.94, the gas density is written,

ρ =
nM

V
=

Mp

ZRT
(3.95)

The z-factor can be derived by the K-value method or alternatively by using the EoS
method. Figure 3.16 show the z-factors for the Sleipner Vest gas, where the the z-factor
for the produced gas and the two-phase z-factor for the reservoir gas, are plotted. Both
lines are calculated at reservoir temperature of 120oC. Figure 3.16 illustrates quite
clearly the dependence of pressure and composition as mentioned above.

Figure 3.16: z-factors for Sleipner Vest gas.

An alternative to expressing the density in kg/m3, is to use dimensionless unit as
the gas gravity. The gas gravity is the gas density divided by the density of air at
standard conditions. At standard conditions the z-factor is close to unity and we get,

γ =
ρsc
ρair,sc

=
M

Mair
= 0.0345M, (3.96)

where ρsc and ρari,sc are the density at standard condition for the gas and air, respec-
tively. Mair is the average molar mass of air, Mair = 28.97 (unit: kg/kmol).

Example: Average molar mass of air

The components of atmospheric air, exclusive water vapor, consist mainly
of nitrogen, oxygen, carbon dioxide and argon as shown in Table 3.3.
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Table 3.3: Composition and atomic weight of air.
Component Content [%] Atomic weight

N2 78.084 2 · 14.0067
O2 20.946 2 · 15.9994
CO2 0.033 12.011 + 2 · 15.9994
Ar 0.934 39.948

The average molar mass is the written

Mair =
78.084

100
2 · 14.0067 +

20.946

100
2 · 15.9994

+
0.033

100
(12.011 + 2 · 15.9994) +

0.934

100
39.948 = 28.964

The average molar mass is given in units of atomic mass u, de�ned as

u =
1

NA

kg

kmol
= 1.660566 · 10−27kg,

where NA = 6.022045 · 1023 mol−1 is Avogadro's constant.

The average molar mass is therefore given as

Mair = 28.964(1.660566·10−27)(6.022045·1023) kg/k mol = 28.964 kg/k mol.

.

Example: Gas density of the Sleipner Vest gas

The gas density is calculated by using Eq. 3.95. The average molecular mass
M is found by considering the gas composition and molecular mass of each
component as given in Table 3.4.

The average molecular mass isM = 26.78 g/mol and thus using Eq. 3.96,
the gas gravity is γ = 0.924.

Form Figure 3.16 it can be veri�ed that the z-factor at initial reservoir
conditions is Z = 1.103. The gas density is then given

ρ =
26.78 · 434 · 105

1.103 · 8314.413(120 + 273)
= 322.5 kg/m3.

.

3.5.2 Gas Compressibility

The gas compressibility is de�ned as the relative volume increase per unit pressure drop
at constant temperature
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Table 3.4: Calculation of average molecular mass.
Component yi Mi yiMi/100

N2, 0.78 28.014 0.21850
CO2, 8.72 44.010 3.83767
C1, 71.00 16.043 11.39053
C2, 8.56 30.070 2.57399
C3, 4.67 44.096 2.05928
iC4, 0.71 58.123 0.41267
nC4, 1.23 58.123 0.71491
iC5, 0.41 72.150 0.29581
nC5, 0.41 72.150 0.29581
C6, 0.45 86.177 0.38779
C7, 0.66 100.204 0.66134
C8, 0.70 114.231 0.79961
C9, 0.41 128.258 0.52585
C+

10, 1.29 202.000 2.60580

Sum 100.00 26.77962

c = − 1

V

(
∂V

∂p

)
T

. (3.97)

In the case of ideal gas (pV = nRT ), the compressibility becomes

c =
1

p
. (3.98)

For real gases (pV = ZnRT ), Eq. 3.97 is written

c =
1

p
− 1

Z

(
∂Z

∂p

)
T

. (3.99)

The general trend is that the compressibility is declining as the resiprocal of the
pressure. A correction for real gases is proportional to the tangent (the slope) of the
Z = Z(p) curve in Figure 3.16 and the resiprocal of the z-factor in each pressure point.
The compressibility are therefore calculated directly from Figure 3.16.

Example: Compressibility of reservoir gas

The derivative of Eq. 3.99 may be approximated with the well known central
di�erence formula. Let three successive pressures be given by; pi−1, pi and
pi+1. The derivative at pressure pi, then follows from the formula(

∂Z

∂p

)
p=pi

=
Z(pi+1)− Z(pi−1)

pi+1 − pi−1
.

Using the formula above we may calculate the gas compressibility at a
pressure of 400 bars of the Sleipner Vest reservoir (temperature is 120oC).

The following data is available from Figure 3.16:
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Pressure [bar] z-factor

434 1.103
400 1.062
387 1.046

According to Eq. 3.99, the compressibility at 400 bars is given by

c =
1

400
− 1

1.062

1.103− 1.046

434− 387
= 0.001358

The compressibility at 400 bars is 0.001358 bar−1. The ideal compress-
ibility is 0.0025 bar−1. The relative deviation between the two values is

∆c

c
=

0.001358− 0.0025

0.001358
= −0.8409,

i.e. the deviation is close to 84 %, which is a signi�cant error.
.

Figure 3.17: Gas compressibility for Sleipner Vest reservoir gas.

Applying the central di�erence formula to all data point in Figure 3.16 we may
derive the gas compressibility curve as shown in Figure 3.17. The �gure displays the
real gas compressibility and the corresponding ideal gas compressibility, for comparison.
The deviation from ideal behaviour is more pronounced at higher pressure, as can be
expected.

3.5.3 Condensate-Gas Ratio

The condensate-gas ratio of natural gas expresses the content of condensate relative to
gas. This ratio may be expressed on a molar or on a volumetric basis. Let assume we
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have n moles of a natural gas which split into nG moles of gas and nL moles of liquid
when brought to the surface. The molar condensate-gas ratio (or the Ratio of Molar
Liquid to Gas) is then de�ned by

RMLG =
nL
nG

. (3.100)

Similarly, the volumetric condensate-gas ratio is de�ned as the ratio of volume con-
densate at stock-tank conditions, VLst and the volume of gas at standard conditions,
VGsc. The Ratio of Volume Liquid to Gas is de�ned by

RV LG =
VLst
VGsc

. (3.101)

The volume of gas at standard conditions is related to the number of moles of gas
by the Ideal Gas Law and given by

VGsc = nG
RTsc
psc

. (3.102)

The volume of liquid condensate is related to the number of moles of condensate by

VLst = nL
ML

ρLst
, (3.103)

where ML is the molecular mass of liquid condensate and ρLst is the density of conden-
sate at stock-tank conditions.

Combining Eqs. 3.99 to 3.103, we obtain the relation between the volumetric - and
the molar condensate-gas ratios

RV LG = RMLG
MLpsc
ρLstRTsc

= RMLG
ML

ρLst

ρGsc
Msc

, (3.104)

where ρGst and Msc are the density and molar mass of gas at standard conditions.

We have earlier, in Eq. 2.8, de�ned the molar fraction of gas in a gas-liquid mixture
as V . The number of gas moles in a mixture is then given by

nG = V n = V (nG + nL), (3.105)

where V is the molar fraction of vapor (gas) at surface conditions.

Eq. 3.105 can be rewritten as

1− V
V

=
nL
nG

= RMLG. (3.106)

giving the molar condensate-gas ratio as function of the molar fraction of gas. The
importance of Eq. 3.106 is its relation to Eq. 2.8 and the molar composition of the feed
gas zi, the liquid xi and the gas yi. With the basis in these three compositions, we are
able to calculate the molar fraction of gas in the mixture V and thus also the molar
condensate-gas ratio RMLG.

The liquid density ρLst, in Eq 3.104 is often related to the average molecular mass
of the liquid ML through Standing's empirical formula [4]
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γ =
ρLst
ρw

=
1.03ML

44.29 +ML
, (3.107)

where γ is the condensate speci�c gravity and ρw is the water density.

Combining Eqs. 3.104, 3.106 and 3.107, we may calculate the volumetric condensate-
gas ratio with the basis of molar composition of the reservoir feed, the stock-tank liquid
composition and the standard condition gas composition.

Example: Volumetric condensate-gas ratio

The volumetric condensate-gas ratio of the Sleipner Vest gas is found by con-
sidering the molar composition of the feed gas zi at reservoir conditions and
the liquid xi and the gas yi at surface conditions, as presented in Table 3.5.

Table 3.5: Composition in molar % at 1 bar and 15.6oC.
Mi Feed,zi Vapor,yi Liquid,xi V ML

Component [kg/kmol] [%] [%] [%] [kg/kmol]

N2, 28.014 0.78 0.803 0.001 0.971 0.000
CO2, 44.010 8.72 8.969 0.143 0.972 0.063
C1, 16.043 71.00 73.053 0.360 0.972 0.058
C2, 30.070 8.56 8.800 0.302 0.972 0.091
C3, 44.096 4.67 4.787 0.656 0.972 0.289
iC4, 58.123 0.71 0.723 0.253 0.972 0.147
nC4, 58.123 1.23 1.246 0.665 0.972 0.387
iC5, 72.150 0.41 0.405 0.588 0.973 0.424
nC5, 72.150 0.41 0.399 0.801 0.973 0.578
C6, 86.177 0.45 0.384 2.707 0.972 2.333
C7, 100.204 0.66 0.268 14.151 0.972 14.180
C8, 114.231 0.70 0.122 20.568 0.972 23.495
C9, 128.258 0.41 0.027 13.584 0.972 17.423
C+

10, 1.29 0.013 45.221 0.972 91.620

C+
10,molwt - 201.99 140.092 202.604 - -

- - - - 0.972 151.087

The molar vapor fraction V = 0.972 in the table above is calculated as
an average based on Eq. 2.8

V =
1

14

14∑
1

zi − xi
yi − xi

,

where the molar liquid fraction L = 0.028, since L+ V = 1. If the average
molecular mass of liquid condensate is ML = 151.085 kg/kmol, given by

ML =
14∑
1

xiMi,
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then the condensate liquid density is calculated by Standing's formula (Eq. 3.107)
and we �nd ρLst = 796.51 kg/m3, where the water density ρw = 1000 kg/m3.

The molar condensate-gas ratio is given by Eq. 3.106 and RMLG =
0.0288.

Using Eq. 3.104, we may calculate the liquid density of condensate at
stock-tank conditions.

RV LG = 0.0288
151.087 · 1

786.51 · 8314.41 · (273.2 + 15.6)
= 0.0002275

m3

m3
,

where both the gas and liquid is brought up to standard conditions de�ned
by 1 bar and 15.6 oC.

The volumetric condensate-gas ration can be written as

RV LG =
227.5

1000000

m3

m3
= 227.5

m3

Mm3
,

which states that if all gas initially in place in the reservoir is brought up
to the surface at standard conditions, then for each million standard cubic
meter of gas produced there will be 227.5 m3 condensate liquid produced.

Comment: In Table 3.5 the cell indicating the molar weight of the C+
10

fraction is left open. This is done on purpose since the C+
10 fraction will

change as a result of changing conditions. The correct C+
10 fraction is there-

fore tabulated under the corresponding composition. When calculation the
average molecular mass ML, the C

+
10 fraction used has a numerical value

202.604 .
.

The condensate-gas ratio is not a property of natural gas composition alone. It
depends also on the conditions under which separation at the surface is carried out.
The phase equilibrium computations has therefore an e�ect resulting from separator
conditions and the yield of condensate is related to operating pressure and temperature
and the number of separator stages involved. This e�ect has to be accounted for in
any situation where gas wells are producing through a surface separator system. Such a
system will consist of a simple separator unit or of separator units in series, all operating
at di�erent pressure and temperature (multistage separation).

3.5.4 Gas Formation Volume Factor

The gas formation volume factor BG is de�ned as the ratio of a volume of gas at reservoir
condition to the volume of surface gas at standard conditions. The term standard
conditions seems not to be so standard as it sounds, as it may vary geographically as
well as socially. A frequently appearing de�nition of standard conditions is referenced
to atmospheric pressure (1 atm.) and a temperature of 15 oC.

Let us consider n moles of reservoir gas. The volume occupied by the gas at initial
reservoir conditions (p,T ) is de�ned by the Real Gas Law



3.5. GAS PROPERTIES 81

VGres = n
ZRT

p
. (3.108)

In the case of dry-gas reservoirs, all gas is converted to surface gas. According to
the Ideal Gas Law, n moles of surface gas at standard conditions occupy a volume

VGsc = n
RTsc
psc

. (3.109)

The dry-gas volume factor, BGd, is de�ned as the ratio VGres/VGsc, a combination
of Eqs. 3.108 and 3.109 yields,

BGd =
VGres
VGsc

=
ZTpsc
Tscp

. (3.110)

In the case of wet gas production and production from gas-condensate reservoirs
above the dew-point pressure, the well stream splits into a gas and a liquid phase. The
deduction of the gas formation volume factor becomes somewhat more involved, since
the liquid volume is not contributing to the surface gas volume.

If the well stream consist of nG moles of gas and nL moles of liquid, then the Real
Gas Law is written

VGres = (nG + nL)
ZRT

p
. (3.111)

Similarly it follows that the surface gas volume is given by

VGsc = nG
RTsc
psc

. (3.112)

Combining Eqs. 3.111 and 3.112 and using the de�nition of the molar condensate-gas
ratio Eq.3.100, we may write the gas formation volume factor as

BGw =
VGres
VGsc

=
ZTpsc
Tscp

(1 +RMLG) = BGd(1 +RMLG), (3.113)

when all gas moles are brought to the surface. The BGw is sometimes called the "wet"-
gas volume factor and is a hypothetical ratio where the "dry"-gas volume and the
condensate volume is converted to an equivalent surface-gas volume. Refereing to the
gas formation volume factor, we will write BG, always meaning BGw as de�ned in
Eq. 3.113.

The gas formation volume factor is used to convert a volume of gas at reservoir
conditions to a volume at standard conditions. If the hydrocarbon pore volume is
VHC , then the corresponding gas volume initial in place VGIIP at standard conditions
is expressed

VGIIP = VHC/BG. (3.114)

Like the volumetric condensate-gas ratio, the gas formation volume factor is not a
true gas property. It depends not only on the type of gas, but also on the de�nition of
standard conditions as well as on separator condition.
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Example: Characteristics of Gas Formation Volume Factor

The gas formation volume factor is de�ned by Eq. 3.113, where the varying
parameters are the z-factor, the molar condensate-gas ratio and the pressure.
In order to derive the two �rst parameters, Z and RMLG, we have to carry
out a �ash calculation making a step by step calculation of the gas and liquid
compositions. Table 3.6 presents the results of these �ash calculations and
the calculation of the gas formation volume factor.

Table 3.6: Gas formation volume factor calculation based on data for �ash calculations.

p [bar] Z Z2 V RMLG BG [Rm3/Sm3]

445 1.1142 1.1143 0.9517 0.0508 0.0036
350 1.0035 1.0045 0.9524 0.0500 0.0041
300 0.9530 0.9556 0.9544 0.0478 0.0046
260 0.9206 0.9233 0.9571 0.0449 0.0051
200 0.8920 0.8994 0.9626 0.0389 0.0064
160 0.8885 0.8851 0.9662 0.0349 0.0078
100 0.9073 0.8837 0.9701 0.0308 0.0124
60 0.9348 0.8864 0.9708 0.0301 0.0208
40 0.9524 0.8778 0.9709 0.0300 0.0308

The �ash calculation gives the z-factor (Z), the two-phase z-factor (Z2)
and the molar vapor fraction (V ). The molar condensate-gas fraction is
calculated using Eq. 3.106. The the gas formation volume factor, as shown
in Figure 3.18, is calculated using Eq. 3.113, where standard condition is
de�ned by 1 bar and 15 oC. The reservoir temperature is 120 oC (393 oK).

Comment: It was stated above that gas formation volume fraction de�ned
in Eq. 3.113 is valued under the condition that all gas moles are brought to
the surface, i.e. no liquid condensation in the reservoir. In the case of gas
production from Sleipner Vest we know that the pressure in the reservoir
eventually will cross the dew-point line and consequently liquid condensate
will form in the reservoir. The number of moles of gas in the reservoir is not
conserved under production and the number of liquid moles produced is less
than nL. Similarly will the volume available to the gas in the reservoir be
slightly reduced due to liquid condensation. However, this e�ect is accounted
for when the two-phase z-factor (Z2) is used instead of the gas z-factor (Z).

.

3.5.5 Gas Viscosity

Viscosity is re�ecting the internal resistance in �uids against �ow. The viscosity of
natural gases can be expressed by Newton's �ow model, according to which viscosity
is a proportionality coe�cient linking the tangential shear stress component with the
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Figure 3.18: Gas formation volume factor for Sleipner Vest gas.

tangential velocity gradient. By de�nition the proportionality constant is called the
viscosity of �uids.

Classical kinetic theory has been applied to describe idealized gas viscosity. The re-
striction set by the use of idealized classic theory, prevents any practical application of
its results but it is found that gas viscosity is a function of temperature, average molec-
ular mass and a factor describing molecular size (molecular diameter). Gas viscosity is
therefore only indirectly dependent on an important parameter such like pressure.

A great variety of di�erent methods exist by which gas viscosity can be estimated.

• Empirical and semi-empirical prediction methods are available where various cor-
relation diagrams can be used. These methods apply both to low (atmospheric) -
and higher pressure.

• Empirical models on functional form are also available, where various parameters
and characteristic constants are included.

One of the most popular methods for prediction of viscosity of natural gases was
proposed by Lee et al. and is given by the following relation [5]

µ = Ke(XρY ), (3.115)

where

K =
(9.4 + 0.02MG)T 1.5

209 + 19MG + T
,

X = 3.5 + 986/T + 0.01MG,

Y = 2.4− 0.2X.
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The viscosity is measured in micro Poise (µP = 10−6P ). The temperature is given in
absolute Rankine (oR = 1.8 ·o K). MG is the average molecular mass and ρ is the gas
density (ρ = (MGp)/ZRT ), measures in g/cm

3.

The pressure dependence of viscosity is related to the average molecular mass and
the density, indirectly through MG and Z and directly through p. All these parameters
can be obtained from PVT simulations with the basis of molar compositions.

Gas viscosity obtained by Lee's correlation is found to be accurate within ±3 %
and with a maximum deviation of approximately 10 %. For most reservoir engineering
purposes this is su�ciently accurate.

Example: Viscosity of The Sleipner Vest gas

The gas viscosity will decrease as pressure decreases. The basic parameters
involved in Eq. 3.115 are pressure p, average molecular mass MG, z-factor
Z and temperature T . These parameters are tabulated in Table 3.7.

Figure 3.19: Gas viscosity from Selipner Vest.

Reservoir gas viscosity is a monotonous increasing function of pressure.
The viscosity is measured in centi Poise (cP ), where water at 20 oC has an
approximate viscosity of 1 cP . The viscosity-pressure relation is plotted in
Figure 3.19.

.



3.6. PVT PARAMETERS 85

Table 3.7: Calculation of viscosity for Selipner Vest gas.
p [bar] MG [kg/kmol] Z ρ [g/cm3] K X Y µ [cP]

445 26.56 1.114 0.325 131.490 5.159 1.368 0.0398
350 26.42 1.004 0.282 131.700 5.158 1.368 0.0328
300 26.03 0.953 0.251 132.287 5.154 1.369 0.0287
260 25.61 0.921 0.221 132.927 5.150 1.370 0.0255
200 24.88 0.892 0.171 134.056 5.143 1.371 0.0211
140 24.30 0.892 0.117 134.970 5.137 1.373 0.0177
100 24.10 0.907 0.081 135.289 5.135 1.373 0.0159
60 24.16 0.935 0.047 135.193 5.135 1.373 0.0146
40 24.41 0.952 0.031 134.796 5.138 1.372 0.0141

3.6 PVT parameters

It has been shown in the previous sections that the basis for continued calculation of
various gas parameters such as; z-factor, density, compressibility, viscosity and forma-
tion volume factor, are all related to the gas phase behavior. The molar composition is
the key element in these calculations can be estimated on the basis of PVT-simulations.
In practical situations, not only molar compositions are calculated by PVT-simulations,
also parameters as mentioned above and several other thermodynamic parameters are
based on calculations coming form the molar composition.

Table 3.8: Average parameters for phase behaviour of reservoir gas.
p [bar] T [oK] MWT MWTG MWTL V Z Z2

445 392 26.56 26.56 26.56 0.9517 1.1142 1.1143
370 392 26.56 26.56 26.56 0.9517 1.0258 1.0258
350 392 26.57 26.42 90.14 0.9524 1.0035 1.0045
320 392 26.57 26.19 89.32 0.9535 0.9721 0.9743
300 392 26.59 26.03 88.19 0.9544 0.9530 0.9556
280 392 26.61 25.83 87.18 0.9556 0.9356 0.9385
260 392 26.65 25.61 86.86 0.9571 0.9206 0.9233
240 392 26.72 25.36 87.52 0.9588 0.9082 0.9102
220 392 26.81 25.11 89.16 0.9606 0.8986 0.8994
200 392 26.94 24.88 91.68 0.9626 0.8920 0.8994
180 392 27.13 24.66 95.05 0.9645 0.8886 0.8910
160 392 27.38 24.47 99.27 0.9662 0.8885 0.8851
140 392 27.95 24.30 104.49 0.9678 0.8916 0.8808
120 392 28.52 24.18 110.81 0.9692 0.8979 0.8807
100 392 29.33 24.10 118.48 0.9701 0.9073 0.8837
80 392 30.51 24.08 127.84 0.9705 0.9197 0.8862
60 392 32.36 24.16 139.47 0.9708 0.9348 0.8864
40 392 35.59 24.41 154.40 0.9709 0.9524 0.8778
20 392 38.91 25.13 169.85 0.9858 0.9720 0.8220
1.01 288 26.57 23.28 151.57 0.9739 1.0000 1.0000

Instead of handling the molar composition for, say 10 vapor and liquid components
per pressure point, it is more practical to deduce the average molar weight for the total
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gas-liquid mixture (MWT ), the average gas weight (MWTG) and the average liquid
weight (MWTL). Together with these average weights, the only necessary parameters
we will use in many of the calculations to be discussed in the next chapter, are the
vapor fraction (V ) and the Z-factors (Z and Z2). See Table 3.8.

Table 3.8 gives a set of average parameters describing the phase behavior of the gas-
condensate. From these parameters material balance and other important calculations
are easily deductable.
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Chapter 4

The Material Balance Equation

The material balance estimation method is a fundamental tool applicable to reservoir
engineering and evaluation of past and future global reservoir performance. The method
is based on the principle of Mass Conservation, applied to the reservoir at large, by
considering it as a large tank of uniform pressure.

Applied to production data, a material balance analysis provides insights in the
prevailing production mechanism and allows for estimation of hydrocarbon initially in
place. In its predictive mode the material balance method can be used in estimating
future reservoir performance and the potential recovery of hydrocarbons initially in
place.

In practical situations, adequate use of the material balance method rests on the
ful�llment of some necessary conditions of which the two below are among the most
important.

• A successful use of the material balance method is based on the collection and
use of adequate data with respect to production, pressure, temperature and �uid
characteristics. The MBE method is therefore not directly subjected to geological
or petro-physical interpretations, since the reservoir parameters of interest are
solely related to volumetric dimensions.

• The assumption that the reservoir is characterized by an average pressure is a
necessary condition for a "tank like" pressure decline. This includes;

- Reference to a common pressure datum plane, which is the basis for a concept
of average or mean reservoir pressure.

- Fast and monotonous process towards pressure equilibrium in the reservoir. In
practical terms this translates to high hydraulic di�usitivity, i.e. that k/(φµc)
is large.

- Well pressure behavior does plot similarly, i.e. all pressure decline curves are
showing the same characteristic form.

In this chapter we shall apply the material balance equation to the process of natu-
ral depletion performance, to both wet gas and gas-condensate reservoirs. We will �rst
derive a general material balance equation and discuss the basic example of volumetric

89
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depletion (no rock compaction nor in�ux of aquifer water). In the case of non-volumetric
depletion, the material balance equation becomes more involved and iterative solution
techniques have to be applied. A simple numerical solution method is outlined, in-
volving the calculation of water in�ux from either radial or linear aquifers. Finally, we
shall present some plotting techniques, applicable to gas reservoirs, wildly used in the
industry.

4.1 The Material Balance Equation, MBE

The material balance equation applied to gas reservoirs states that at any time, the
number of moles of hydrocarbons in place in the reservoir nHC is equal to the number
of moles of hydrocarbons initially in place in the reservoir nHCi minus the number of
moles of hydrocarbons produced nHCp,

nHC = nHCi − nHCp. (4.1)

For material balance analysis of gas reservoirs, the in-situ reservoir �uid is generally
considered to be composed of two pseudo components at standard conditions, i.e. a dry
gas fraction and a liquid condensate fraction. The dry gas comprises all gas produced at
stock-tank condition and the gas that is liberated during the storage of condensate. The
condensate is the liquid produced at the surface and stored at stock-tank conditions. In
addition, in the case of gas condensate reservoirs, some liquid produced in the reservoir
is normally considered as lost production and will thus remain unproduced.

4.2 Wet-Gas Reservoirs

Dry gas reservoirs are a special sub-class of wet gas reservoirs. Dry gas reservoir pro-
duction resembles wet gas reservoir production when no liquid is produced. The two
cases are therefore treated simultaneously by considering wet gas reservoir production.

During depletion of wet gas reservoirs, the compositions of the reservoir gas, i.e. dry
gas and condensate remain constant and so does the condensate/gas ratio. Constant
condensate/gas ratio is, however, subject to surface treatment and is here considered
to be constant.

The material balance equation Eq. 4.1 is rewritten as follows

nHC
nHCi

=

(
1−

nHCp
nHCi

)
. (4.2)

Using the Real Gas Law, the number of moles hydrocarbon in place at pressure p is

nHC =
p

ZRT
VHC , (4.3)

where VHC is the hydrocarbon pore volume. Z is the z-factor at pressure p.

Similarly, we write the number of moles hydrocarbon initially in place

nHCi =
pi

ZiRT
VHCi, (4.4)
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where VHCi is the initial hydrocarbon pore volume and Zi is the initial z-factor.

Since the hydrocarbons produced generally consist of dry gas and condensate, we
can write for nHCp

nHCp = nGp + nLp = nGp(1 +RMLG), (4.5)

where nGp and nLp are the number of moles produced as dry gas and condensate,
respectively. RMLG is the surface molar condensate/gas ratio.

The molar dry gas production is related to the cumulative volumetric dry gas pro-
duction at standard conditions. Using the Real Gas Law, we get

nGp =
psc
RTsc

Gp, (4.6)

where Gp is the cumulative dry gas production at standard conditions. The z-factor at
standard condition is assumed equal to unity.

The number of hydrocarbon moles initially in place nHCi, is equal to the sum of the
number of moles of dry gas and liquid condensate and

nHCi = nGi + nLi = nGi(1 +RMLGi), (4.7)

where nGi and nLi are the number of moles of dry gas and condensate initially in place.

Applying the Real Gas Law again, gives the number of moles of dry gas initially in
place and we write

nGi =
psc
RTsc

Gi, (4.8)

where Gi is the dry gas initially in place (GIIP) at standard conditions.

Combining Eqs. 4.5 to 4.8, for the ratio nHCp/nHCi in Eq. 4.2 we get

nHCp
nHCi

=
nGp(1 +RMLG)

nGi(1 +RMLGi)
=
GpTscpsc
GiTscpsc

=
Gp
Gi
, (4.9)

where RMLG = RMLGi indicates that all condensate is produced to the surface.

Substituting Eqs. 4.3, 4.4 and 4.9 into Eq. 4.2, we obtain

p

Z
=
piVHCi
ZiVHC

(
1− Gp

Gi

)
. (4.10)

Eq. 4.10 is the general material balance equation for wet gas reservoirs. The equation
relates the reservoir pressure to the cumulative dry gas production Gp. It contains the
parameters characterizing the gas; Z and Zi as well as the initial pressure pi and the
amount of dry gas initially in place Gi. The hydrocarbon pore volume initially in place
is VHCi while the volume at pressure p is VHC . Eq. 4.10 therefore re�ects the fact that
the hydrocarbon volume may change during the depletion process.

The general material balance equation Eq. 4.10, is often represented by a plot where
the reduced pressure p/z is plotted as function of gas production Gp, as seen in Fig-
ure 4.1.

In the case of volumetric depletion (curve A), production is continued until the
abandonment reservoir pressure, pa, is reached. The abandonment pressure condition
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A B

C

p /Zi i

p /Za a

Gpa Gi

Figure 4.1: p/z plot of wet gas reservoir production.

is reached when the minimum bottom-hole pressure is surpassed during normal reservoir
production. The volume of gas produced at this pressure is Gpa. Under strict volumetric
depletion, i.e. the hydrocarbon pore volume remains constant during the production
period, - the general material balance equation Eq. 4.10 reduces to a simple linear
relation

p

Z
=
pi
Zi

(
1− Gp

Gi

)
. (4.11)

Curve B and C in Figure 4.1 illustrate the cases of non-volumetric depletion. In
the case of moderate aquifer water in�ux and/or reservoir (rock) compaction, the non-
volumetric depletion (curve B) indicates a somewhat higher abandonment gas produc-
tion, relative to the linear volumetric depletion. In most practical cases, however, the
abandonment pressures are generally higher than in the volumetric case. In the case
of aquifer water in�ux, some part of the reservoir gas can be surpassed and isolated,
leading to reduced recoverable gas volume and thus abandonment at higher pressure.
If the reservoir is experiencing massive aquifer in�ux, as indicated by curve C, the
reservoir pressure is maintained at a higher level, though the accumulated production
is very often seen to be reduced. Gas production is generally quite often reduced in
non-volumetric depletions cases due to gas entrapment, leaving pockets of gas behind
the �owing aquifer water.

In some rare cases when volumetric depletion turns out to be the correct model,
production data can be plotted as a straight line, as in curve A in Figure 4.1. The plot
can then be used to determine the GIIP based on the observed data of declining reservoir
pressure and measured gas production. The material balance equation Eq. 4.11 is thus
used in a history matching mode. In most cases, however, a non-volumetric depletion
model is a more correct model to use, as in Eq. 4.10.
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History matching using Eq. 4.11 is normally not applied unless su�cient production
history data is available. As a rule of thumb, it is assumed that cumulative dry gas
production from a reservoir should yield at least 25% of the initial gas volume, before
its proper use [9].

In applying linear history matching, caution is recommended. The errors normally
encountered in applying the volumetric depletion model are listed below. Before apply-
ing a volumetric depletion model to a set of general production data, one should answer
the following questions. See also the book of L.P. Dake [6].

1. What would be the e�ect of applying a linear trend through non-linear data
points?

2. What would be the e�ect of erroneous extrapolation of data through the points
which is believed to lay on a straight line?

3. How could this linearization mask both the e�ect of the drive mechanism and the
volume of GIIP?

For volumetric depletion, the recovery e�ciency of dry gas (and condensate) pro-
duction is de�ned at the abandonment pressure. The gas recovery e�ciency is de�ned
by rewriting Eq. 4.11 and we get

ER =
Gpa
Gi

=

(
1− paZi

piZa

)
, (4.12)

where ER is the recovery e�ciency for dry gas production as well as for wet gas pro-
duction since the condensate/gas ratio is constant.

Example: Estimation of GIIP using a volumetric depletion model

Cumulative volumetric gas production data and average reservoir pressure
from a gas �eld are presented in Table 4.1. The z-factors used is taken for
the Sleipner Vest �uid data, presented in earlier chapters.

Table 4.1: Pressure and cumulative gas production data.
p Gp Z p/Z

[bar] [Sm3] [bar]

445 2.4988E+06 1.1142 399.3897
370 7.7463E+07 1.0258 360.6941
320 1.5243E+08 0.9721 329.1842
280 2.1490E+08 0.9356 299.2732
240 3.0236E+08 0.9082 264.2590

The data plotted in Figure 4.2 shows a linear trend with a regression
coe�cient R2 = 0.998, where the linear trend is parameterized as y =
−4.49 · 10−7x + 397.95. The point where the linear trend is crossing the
x-axis in Figure 4.2, is the point were y = 0, i.e. the gas initial in place is
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Figure 4.2: p/Z plot of data presented in Table 4.1

Gi =
387.95

4.48 · 10−7
= 886302895Sm3,

and the gas initially in place is Gi = 886MSm3.
.

4.3 Gas-Condensate Reservoirs

Derivation of the material balance equation for gas-condensate reservoirs are more com-
plex compared to the wet gas case, due to liquid drop-out in the reservoir. During nat-
ural depletion of such reservoirs, parts of the gas will condensate in the reservoir when
pressure drops below the dew-point pressure. As a consequence, both the gas composi-
tion and the production gas-condensate ratio will change. This makes the derivation of
the material balance equation more involved.

If we assume that the liquid condensate is immobile and thus cannot be produced,
we can derive a material balance equation similarly to the one derived for wet gas reser-
voirs. Under this assumption, the depletion process in the reservoir can be accurately
simulated and compared to the laboratory constant-volume-depletion (CVD) experi-
ment. The immobile liquid concentration being formed as part of the condensation
process, implies that the liquid saturations in the reservoir is relatively low and always
below the critical liquid saturation. This condition of sub-critical liquid saturation is
usually satis�ed in most parts of the reservoir. The result from the CVD experiments
can therefore be directly applied as model in the derivation of the material balance
equation.
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Figure 4.3: Constant-volume-depletion process applied to reservoir and surface condi-
tion.

The constant-volume-depletion process from reservoir to surface condition is de-
picted in Figure 4.3. At initial pressure pi, all gas is contained in the reservoir. Gas
production down to the dew-point pressure pdew, is happening as previously described
in the wet gas case, where liquid and gas are produced to the surface at a constant
molar ratio. At all pressures p > pdew, as shown in Figure 4.3, a certain amount of gas
has been produced to the surface. The reservoir gas expands the whole reservoir (the
HCPV) and as seen to the left in the �gure, the additional produced gas would occupy
an additional volume if it would remain at reservoir conditions. On the left hand side
in the �gure, the gas is seen to split in a liquid and a dry gas part at surface conditions.

Below the dew-point pressure, liquid condensate is formed in the reservoir. The
saturation of liquid condensation will increase with decreasing pressure. This process
is known as retrograde condensation. If the pressure continues to decrease, as part
of normal gas production, liquid condensate should in principle start to evaporate.
Due to wetting preferences in the reservoir and other liquid-rock interactions, liquid
condensate will in reality remain in the liquid phase in the reservoir even though the
CVD-experiment tells a di�erent story.

At abandonment pressure pa, a certain amount of liquid will remain in the reservoir,
while gas produced to the surface will split into dry gas and condensate. The initially
in place volumes of gas and liquid, GIIP and LIIP, are not shown in Figure 4.3, as the
volume of GIIP and LIIP at standard conditions represent the split of all gas brought to
the surface. Producing a gas-condensate reservoir down to atmospheric pressure would
thus yield a production volume less than the initially in place volumes.
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4.3.1 Derivation of a Gas Recovery Equation

The derivation of the material balance equation for gas-condensate reservoirs runs par-
allel to that of wet gas reservoirs. The starting point is again Eq. 4.2, whose terms are
to be converted to volumes

nHC
nHCi

=

(
1−

nHCp
nHCi

)
. (4.13)

The number of moles of hydrocarbon in-place (reservoir gas and liquid condensate)
are related to the hydrocarbon pore volume by the Real Gas Law, provided the two-
phase z-factor Z2, is used instead of the single phase z-factor. The two-phase z-factor is
derived from a CVD experiment and does therefore describe gas compressibility where
the liquid condensate volume is included. The condensation of liquid in the reservoir
will occupy some part of the pore volume and therefore reduce the volume available for
the gas phase. The number of moles of hydrocarbon in-place at any reservoir pressure
is

nHC =
p

Z2RT
VHC (4.14)

and for the number of moles of hydrocarbon initially in place

nHCi =
pi

Z2iRT
VHCi, (4.15)

where Z2 and Z2i are the two-phase z-factor at pressure p and pi, respectively. (For
pressures above the dew-point pressure, the two z-factors are equal, i.e. if p > pdew then
Z2 = Z.)

The number of moles of hydrocarbon produced is therefore,

nHCp = nGp

(
1 +

nLp
nGp

)
= nGp(1 +RMLGp), (4.16)

where RMLGp is a function of pressure p, since the surface molar liquid gas ratio is
reduced with pressure.

For gas-condensate reservoirs, the condensate-gas ratio RMLG is not constant, due
to liquid drop-out in the reservoir. The pressure dependence is written

RMLG(p) =
dnLp
dnGp

, (4.17)

where nLp is pressure dependent.
The condensate-gas ratio is constant at pressures p > pdew, as shown in Figure 4.4,

while at lower pressures it is a monotonous decreasing function.
The re-de�nition of the condensate-gas ratio RMLG, as the di�erential dnLp/dnGp

follows the same logic as for the de�nition of speed, where the average speed is v = s/t,
while the general de�nition is v = ds/dt. The general condensate-gas ratio is therefore
de�ned as in Eq. 4.17.

The cumulative production of hydrocarbon moles is the sum of dry gas and liq-
uid condensate. As the condensate-gas ratio depends on the reservoir pressure, the
cumulative molar hydrocarbon production is given
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Figure 4.4: Condensate-gas ratio as function of reservoir pressure.

nHCp = nGp + nLp = nGp +

∫ p

pi

RMLG(p∗)
dnGp
dp∗

dp∗ = nGp(1 +RMLGp), (4.18)

where RMLG(p) is the producing molar condensate-gas ratio at pressure p and RMLGp

is the cumulative molar condensate-gas ratio at the same pressure. p∗ is an integration
variable. RMLGp is de�ned as

RMLGp =
1

nGp

∫ p

pi

RMLG(p∗)
dnGp
dp∗

dp∗ =
1

Gp

∫ p

pi

RMLG(p∗)
dGp

dp∗
dp∗. (4.19)

The number of hydrocarbon moles initially in place is given by

nHCi = nGi + nLi = nGi(1 +RMLGi), (4.20)

where RMLGi is the initial condensate-gas ratio.
Substituting Eqs. 4.14, 4.15, 4.18 and 4.20 in Eq. 4.13, we will obtain

pVHC
Z2RT
piVHCi
Z2iRT

= 1−
nGp(1 +RMLGp)

nGi(1 +RMLGi)
, (4.21)

and

pZ2iVHC
piZ2VHCi

= 1−
Gp(1 +RMLGp)

Gi(1 +RMLGi)
. (4.22)

The relative fraction of cumulative gas produced (gas recovery) is then given by
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Gp

Gi
=

(
1− Z2ipVHC

Z2piVHCi

)
1 +RMLGi

1 +RMLGp
. (4.23)

For gas-condensate reservoirs, the correction relative to wet gas reservoirs as stated
in Eq. 4.23, is the term (1+RMLGi)/(1+RMLGp). Since RMLG(p) is a decreasing func-
tion with pressure, so is the integrated function RMLGp and the term (1+RMLGi)/(1+
RMLGp) becomes larger than unity. The relative production (recovery) of dry gas from
a gas-condensate reservoir, is therefore slightly larger than the corresponding recovery
from a similar dry- or wet gas reservoir, at the same abandonment pressure, - all due to
the formation of a liquid saturation in the reservoir. Another modi�cation relative wet
gas reservoirs, as shown in Eq. 4.23, is the substitution of the z-factor by the two-phase
z-factor; Z2.

The general material balance equation for gas-condensate reservoirs can be deduced
from Eq. 4.23 and we get

p

Z2
=

piVHCi
Z2iVHC

(
1−

Gp(1 +RMLGp)

Gi(1 +RMLGi)

)
. (4.24)

Eq. 4.24 is an implicit equation in pressure, since RMLGp is pressure dependent and
in the non-volumetric case, VHC will also vary with pressure. Eq. 4.24 and consequently
also Eq. 4.23 have no analytical solution and are therefore solved by iteration.

Because of condensate drop-out, the fractional recovery of condensate is no longer
equal to the dry-gas fractional recovery. It follows from the dry gas recovery and the
cumulative condensate-gas ratio that

GLp
GLi

=
nLp
nLi

=
nGpRMLGp

nGiRMLGi
=
Gp
Gi

RMLGp

RMLGi
. (4.25)

See also the article by Wang [17], where further classi�cation of the MBE is given.

4.3.2 Numerical representation of MBE

Let us assume that a gas-condensate reservoir is being produced at constant surface
rate qsc. During a time-step period of ∆t a gas volume ∆V = qsc ·∆t is produced. The
relative cumulative production (recovery) after j time-steps is(

Gp

Gi

)
j

=
1

Gi

j∑
1

(∆V )j . (4.26)

Suppose we wish to solve Eq. 4.23 at N discrete pressure levels pj where j =
1, 2, 3, · · · , N and where p1 = pi and pj > pj+1. The iteration strategy is based on the
assumption that we already know the fractional dry gas production and the condensate-
gas ratio at steps up to the j'th simulation step, i.e.

j : 1 2 · · · j − 1 j,
p1 p2 · · · pj−1 pj ,(
Gp
Gi

)
1

(
Gp
Gi

)
2

· · ·
(
Gp
Gi

)
j−1

(
Gp
Gi

)
j
,

(RMLGp)1 (RMLGp)2 · · · (RMLGp)j−1 (RMLGp)j ,
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where all parameters are known up to the time step j
The calculations at the next simulation step j + 1 follows an iteration procedure

where one step is followed by the next.

Step 1 De�nition of (Gp/Gi)j+1 (as indicated above).

Step 2 Calculation of (RMLGp)j+1, by applying Eq. 4.19 which translates in numerical
terms to the following equation

(RMLGp)j+1 =
1

(Gp/Gi)j+1

j∑
1

(
(RMLG)j+1 + (RMLG)j

2

)((
Gp

Gi

)
j+1

−
(
Gp

Gi

)
j

)
,

(4.27)
where (RMLG)j+1 is the condensate-gas ratio at the new pressure step pj+1. At
the very �rst pass through the iteration list, this ratio is not known and therefore
set to the old value at step j. As soon as a pressure at step j + 1 is estimated,
(RMLG)j+1 is calculated.

Step 3 Using Eq. 4.24, we may now calculate the pressure pj+1 and we write

pj+1 = pi
(Z2)j+1VHCi
Z2i(VHC)j+1

(
1−

(
Gp

Gi

)
j+1

1 + (RMLGp)j+1

1 +RMLGi

)
. (4.28)

Step 4 Based on the the pressure at step j + 1, the fractional dry gas production is
recalculated using Eq. 4.23 and we get

(
Gp

Gi

)New
j+1

=

(
1− Z2i(pVHC)j+1

(Z2)j+1piVHCi

)(
1 +RMLGi

1 + (RMLGp)j+1

)
. (4.29)

Step 5 The last step in the iteration process is a convergence test. For the (j + 1)'th
time step we started out by de�ning the fractional dry gas production (since a
constant gas rate is chosen) equal to (Gp/G)j+1. The convergence test is therefore
a test on the newly calculated fractional gas production (Gp/G)Newj+1 found in Step
4. If ∣∣∣∣∣

(
Gp

Gi

)New
j+1

−
(
Gp

Gi

)
j+1

∣∣∣∣∣ < GPGERR, (4.30)

then the fractional dry gas production is de�ned by (Gp/Gi)j+1 and the pressure
is equal to pj+1 as given by Eq. 4.28.

If however, ∣∣∣∣∣
(
Gp

Gi

)New
j+1

−
(
Gp

Gi

)
j+1

∣∣∣∣∣ > GPGERR, (4.31)

then the iteration process has to be repeated by starting at Step 2 rede�ning
RMLGp by the updated pressure pj+1 in Eq. 4.28.
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The iteration tolerance GPGERR in Eqs. 4.30 and 4.31 is de�ned by the user.
GPGERR is normally a small number, typically 10−7. A tight conversion restriction
will make the iteration more accurate but at the same time, less time e�cient.

Example: Molar condensate-gas ratio

The iteration process above has been applied in an attempt to estimate the
molar condensate-gas ratio RMLGp as given by Eq. 4.27. The data used is
taken for the Sleipner Vest case. Table 4.2 presents the input - and calculated
data.

Table 4.2: Depletion data from the Sleipner Vest reservoir.
p Z2 V Gp Gp/Gi RMLG RMLGp

[bar] [Sm3] (1− V )/V Eq. 4.27

445 1.1142 0.9517 0.0000E+00 0.00000 0.05075 0.05075
370 1.0258 0.9517 2.4988E+06 0.00282 0.05075 0.05075
320 0.9743 0.9535 7.7463E+07 0.08742 0.04877 0.04979
280 0.9385 0.9556 1.5243E+08 0.17202 0.04646 0.04872
240 0.9102 0.9588 2.1490E+08 0.24252 0.04297 0.04756
200 0.8994 0.9626 3.0236E+08 0.34122 0.03885 0.04563
160 0.8851 0.9662 3.8981E+08 0.43991 0.03498 0.04368
120 0.8807 0.9692 4.7727E+08 0.53861 0.03178 0.04179
80 0.8862 0.9705 5.7722E+08 0.65141 0.03040 0.03994
40 0.8779 0.9709 6.8967E+08 0.77831 0.02997 0.03835
1 0.8580 0.9710 7.6214E+08 0.86010 0.02987 0.03755

GIIP 8.8611E+08

The molar condensate-gas ratios RMLG and RMLGp are plotted in Fig-
ure 4.5, where we observe that RMLGp is a monotonous decreasing function.
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Figure 4.5: Molar condensate-gas ratio for Sleipner Vest gas.

As seen form Figure 4.6, the p/Z2 data points fall on the strait line �t
with a regression coe�cient very close to unity. We may therefore conclude
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that in this example, a plot of p/Z yields a straight line, provided the two-
phase z-factor is being used instead of the single phase z-factor.
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Figure 4.6: p/Z2 plot for volumetric depletion process.

In the Figure 4.6 we have used the material balance calculations in the
predicting mode where the reservoir performance is obtained by solving the
material balance equation. The dry gas production Gp is based on param-
eters solely included in Eq. 4.29.

.

4.3.3 Simulation of Volumetric Depletion

Production from a gas-condensate reservoir is simulated, using the numerical represen-
tation presented above. The reservoir �uid is identical to the Sleipner Vest gas and have
the characteristics presented in earlier chapters. The surface dry gas rate is constant
and equal to 5 · 105 Sm3/day. The reservoir pore volume is 4 · 106 Rm3 and the initial
water saturation and porosity is set to 20%. The production is continued until the
reservoir pressure reaches a minimum pressure of 50 bar, at which time the production
is halted.

The simulated gas production, at constant rate, takes 1524 days to �nish, at which
time 0.762 · 109 Sm3 dry gas and 0.285 · 105 Sm3 condensate are produced. The initial
and rest reservoir volumes are given in Table 4.3.

Table 4.3: Cumulative volumes.

GIIP = 0.876 · 109 Sm3

LIIP = 0.417 · 106 Sm3

GREST = 0.114 · 109 Sm3

LREST = 0.132 · 106 Sm3

The simulation of gas and condensate production is performed by adding up the
produced gas Gp through consecutive time steps
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Gp =
n∑
j=1

qg ·∆tj , (4.32)

where qg is the constant gas rate measured in Sm3/day and ∆tj is the time step incre-
ment in number of days. n is the total number of time steps. The reservoir pressure is
calculated using Eq. 4.24 and the condensate production is given by Eq. 4.25.

Figure 4.7: Gas and condensate production rates.

Figure 4.7 shows the production rates, where the dry gas rate is kept constant for
the whole production period. The liquid rate is initially also constant as long as the
reservoir pressure is higher than the dew point pressure. After this point in time, liquid
condensate starts to drop out in the reservoir and less amount of condensate is produced
to the surface. The decline in the liquid rate is continued almost throughout the whole
production period.

The cumulative production of dry gas and liquid condensate is shown in Figure 4.8.
Constant gas rate yields a linear (strait line) gas production while the cumulative liq-
uid production follows a declining trend. The non-linear cumulative liquid production
becomes quite apparent when the production data is plotted relative to initial in place
volumes, as seen in Figure 4.9. The relative dry gas production reaches all together
89.8%, while the similar condensate production only reaches 70.1% of initial in place
volumes. The production numbers presented above represent the most optimistic view
of what can be produced from a gas condensate reservoir. There are many reasons to
believe in reduced recoveries when actual natural gas reservoirs are considered. Among
the most important factors that will reduce these numbers is entrapment of reservoir
gas due to aquifer in�ux.

The gas and liquid recovery is also presented in Figure 4.10. This plot is similar to
Figure 4.9 in the sense that it displays the di�erence between gas and liquid condensate
production. The recovery plot however, displays the relative production as function
of reservoir pressure. Figure 4.10 is therefore quite useful in assessing how much the
reservoir can deliver of gas and liquid before production eventually has to be shut-
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Figure 4.8: Cumulative gas production

Figure 4.9: Relative cumulative production.

down. Since the recovery curves is gradually curving upwards and relatively more gas
is produced per bar, it could be advantageous to lower the minimum pressure as much
as possible.

In gas reservoir production, it could therefore be economical attractive to install
some sort of pressure support to extend the production by e.g. lowering the abandon-
ment pressure.

4.4 Non-Volumetric Depletion

Natural depletion of real gas reservoirs does very rarely appear to be pure volumetric.
In most cases declining reservoir pressure will eventually lead to aquifer water in�ux, to
a lesser or higher degree. Aquifer water in�ux may signi�cantly reduce the hydrocarbon
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Figure 4.10: Gas and liquid recovery.

pore volume in the cause of the depletion period.
The hydrocarbon pore volume is frequently also reduced in geo-pressured reservoirs,

where reservoir rock - and initial water compressibility both contribute to reduction
in hydrocarbon pore volume. Reservoir rock - and initial water compressibility are
normally small, typically 5 ·10−5 bar−1, but integrated over the whole reservoir volume,
the resultant volume expansion can be signi�cant.

In order to account for the e�ects of non-volumetric depletion, these contributions
have to be explicitly incorporated into the material balance equation. Since the e�ect
of all contributions are to reduce the e�ective hydrocarbon pore volume, the correction
can be introduced as follows.

1. The hydrocarbon pore volume VHC is equal to the initial pore volume Vpi minus
the volume of initial water VpiSwi,

VHC = Vpi − VpiSwi. (4.33)

2. As a result of reservoir pressure decline, the initial pore volume is reduced due to
reservoir rock expansion and the following substitution is valid

Vpi → Vpi(1− cr∆p), (4.34)

where cr is the rock compressibility and ∆p = pi − p is the pressure drop in the
reservoir. (Notice that ∆p is positive since pi > p.)

3. Similarly, there is a reduction in the hydrocarbon pore volume caused by an
expansion of initial water

VpiSwi → VpiSwi(1− cw∆p), (4.35)

where cw is the water compressibility and VpiSwi is the average initial water volume
in the reservoir.
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4. Finally the hydrocarbon pore volume is in�uenced by the in�ux of aquifer water
or/and the production of initial water

VHC → VHC −We +WpBw, (4.36)

whereWe andWp are the cumulative aquifer water in�ux and the cumulative water
produced from reservoir volume, respectively. Since both volumes are reservoir
volumes, We is measured in Rm3, while Wp is measured in Sm3 and where the
volume factor unit is Rm3/Sm3.

Combining all e�ects introduced in Eqs. 4.33 to 4.36, the hydrocarbon pore volume
is de�ned

VHC = Vpi[1− Swi − (cr + cwSwi)∆p]−We +WpBw. (4.37)

The expansion of reservoir rock and aquifer water is pressure dependent and can
be evaluated at any pressure. The cumulative aquifer water in�ux is dependent on
the pressure development and is as such both dependent on pressure and time. The
cumulative water production is also time and pressure dependent since a rising water
cut is dependent on both production history and pressure draw-down. The hydrocarbon
pore volume is therefore a function both dependent on pressure and time, i.e. VHC =
VHC(p, t).

The pressure equation Eq. 4.24 is therefore written

p(t) = pi
Z2(p)VHCi
Z2iVHC(p, t)

(
1−

Gp(t)(1 +RMLGp(p, t))

G(1 +RMLGi)

)
. (4.38)

Eq. 4.38 is the general material balance equation for non-volumetric depletion.
Eq. 4.38 is an implicit equation in pressure p and time t, where p is a dependent
variable and t is an independent variable. To solve this equation we have to specify the
cumulative dry gas production Gp(t) as function of time. The two-phase z-factor is a
tabulated function of pressure, while the hydrocarbon pore volume VHC(p, t) is given
by eq. 4.37. The molar condensate-gas ratio RMLGp(p, t) is solved by iteration and is
thus a function of both pressure and time.

4.4.1 Signi�cance of Reservoir Rock -, Initial Water and Gas Com-
pressibility

Hydrocarbon reservoir bulk volume comprises of both a pore volume and a rock volume:
Vb = Vp+Vr. If the pore volume is proportional to the bulk volume and Vp = φVb, then
reservoir rock volume is written

Vr = Vb − Vp =

(
1

φ
− 1

)
Vp, (4.39)

where φ is the porosity

If the reservoir pressure drop is positive, ∆p > 0, then the volume expansion, due
to the compressibility, can be approximated by
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c = − 1

V

dV

dp
=⇒ ∆V = −cV∆p, (4.40)

where c is the compressibility and V the initial volume.

"What is the condition under which the rock and water compressibility is negligible
compared to the gas compressibility?" In comparing the e�ect of the reservoir rock -
and initial water compressibility on one hand with the gas compressibility on the other
we may evaluate the inequality,

∆Vw + ∆Vr � ∆Vg, (4.41)

where the water and rock expansion is supposed to be less than 5% of the gas expansion

∆Vw + ∆Vr < 0.05∆Vg. (4.42)

Substituting the relations derived above into Eq. 4.42, yields

−cwSw − cr
(

1

φ
− 1

)
< −0.05 cg(1− Sw). (4.43)

Since the real gas compressibility is given by

cg =
1

p
− 1

Z

dZ

dp
,

we write the inequality in Eq. 4.43,

p >
0.05(1− Sw)

cwSw + cr(1/φ− 1) + 0.05(1/Z)(dZ/dp)(1− Sw)
(4.44)

Eq. 4.44 tells us that there exists a pressure, above which the gas compressibility is
the dominating source of volume expansion under non-volumetric depletion.

Example: Threshold pressure for gas compressibility to be domi-

nant

A typical sandstone gas condensate reservoir has an average water saturation
of Sw = 0.2. The porosity is φ = 0.3 and the water- and rock compressibility
are, 3 · 10−5 bar−1 and 5 · 10−5 bar−1, respectively.

The threshold pressure is estimated by applying the ideal gas version of
Eq. 4.44. i.e. dZ/dp = 0 and we get

p >
0.05(1− 0.2)

3 · 10−5 · 0.2 + 5 · 10−5(1/0.3− 1)
= 326 bar.

At reservoir pressures higher than 326 bars, we may safely neglect the
e�ect of rock and water compressibility compared to the compressibility of
the gas itself.

The contribution of the real gas correction term, relative ideal gas be-
haviour, is to reduce the pressure limit at which gas compressibility is the
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dominating e�ect.

.

4.5 Aquifer In�ux

A continuous production of gas and condensate will lead to a declining reservoir pressure.
In a �at cylindrical reservoir, the reservoir pressure will have its lowest value in the well.
The pressure will gradually increase towards the outer boundary. At the outer radius,
re, see Figure 4.11, the pressure will eventually decrease below the initial pressure and
a pressure drop, ∆p = pi− p(re) will cause expansion of aquifer water and create a �ow
of water into the reservoir.

The aquifer could be considered as a continuous water volume surrounding the gas
reservoir, where the aquifer inner radius is coinciding with the reservoir outer radius.
(We will later consider other aquifer shapes.) The approach of water encroachment
calculations and the interference of reservoirs, sharing a common aquifer is readily
presented by Fetkovich, in his classic article [7].

Figure 4.11: Cylindrical gas reservoir with surrounding aquifer.

The aquifer in�ux, We is in its simplest form de�ned as the expansion of the aquifer
water volumeWi, controlled by the aquifer compressibility, cw and the aquifer formation
compressibility, cf . The aquifer in�ux is therefore de�ned by the law of isothermal
expansion and we can write

We = (cw + cf )Wi ·∆p, (4.45)

where ∆p is the average pressure drop in the aquifer.

If the aquifer volume is small, i.e. comparable to the reservoir pore volume, most
of the water volume would be in close contact with the reservoir and any pressure drop
in the gas reservoir would immediately result in an in�ux of additionally water. In the
case of large to in�nite size aquifers, similar encroachment processes will take longer
time to activate and there will be a time lag between the pressure drop at the reservoir
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boundary and the corresponding in�ux of water, through the same boundary surface.
This time di�erence between pressure drop and water in�ux is due to the nature of water
�ow in the aquifer. Since the �ow potential (pressure di�erence) at distant locations in
the aquifer are relatively reduced, relative to the pressure drop experienced near to the
reservoir, the corresponding water �ow is lower further away from the gas reservoir than
close to it. The response from small aquifers are therefore more or less time independent,
while the water in�ux from larger aquifers are dependent of the pressure drop, ∆p and
the aquifer time lag response, i.e. water permeability, shape of aquifer and contact �ow
area, and in addition the aquifer and formation compressibility; cw and cf .

The gas production rate is important when considering the e�ect of aquifers. If the
well rates are high and thus the reservoir gas is produced very fast, the resulting response
from the aquifer could be small and therefore its importance as pressure support is
reduced. The aquifer in�ux depends on aquifer type and aquifer strength, and on the
pressure history of the reservoir. Since aquifer responses are generally slow compared to
the pressure development in the reservoir, aquifer water in�ux will never "catch up" with
a too hasty hydrocarbon production. In these cases, the pressure support inherently
related to aquifers, will be lower than normal.

The maximum water in�ux from a cylindrical aquifer of limited radial dimension,
ra, as depicted in Figure 4.11, is given by the formula

We = (cw + cf )(r2
a − r2

e)πhφ∆p, (4.46)

where h is the height of the aquifer and φ is the aquifer porosity.

The uncertainty related to aquifer estimation and water in�ux is illustrated by the
formula above, where the only term known with any degree of certainty is the porosity,φ!
See also the presentation of natural water in�ux in the book from L.P.Dake [5].

Forecasting normal gas production is related to large uncertainties primarily due to
imperfect reservoir description. Calculation of aquifer water in�ux, inherently involves
the greatest uncertainty in the whole subject of reservoir engineering. The information
basis related to aquifers are in most, if not all, cases resting on quali�ed guess work and
is often likely not supported by reliable reservoir information, since wells are generally
not drilled in the unproductive water zones. Prudence is therefore advised when dealing
with aquifer modeling.

The process of aquifer in�ux into a gas reservoir is physically the same process, and
to a high degree, similar to the known process of gas production through the well-bore in
the reservoir. Therefore the aquifer in�ux could be considered as a steady-state aquifer
in�ow, where the water rate is being modeled by Darcy's law,

qw =
dWe

dt
=
kh

µ

∆p

ln(ra/re)
, (4.47)

where all parameters are associated to the aquifer.

Introducing an aquifer in�ux constant C and integrating with time, we may write,

We = C

∫ t

0
(pi − p)dt, (4.48)
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where integration can be approximated by summation. Using the trapezoidal rule, we
get,

We = C
t∑
0

∆p∆t = C

[
pi − p1

2
(t1 − 0) +

(pi − p1) + (pi − p2)

2
(t2 − t1).

+
(pi − p2) + (pi − p3)

2
(t2 − t1) + · · ·

]
.

(4.49)

The integration shown in Eq. 4.48 is performed by using the trapezoidal rule as in
Eq. 4.49, or can be performed by any other numerical integration method. Figure 4.12
depicts the integration technique of calculating the area under the pressure curve as
sums of rectangles.

Figure 4.12: Applying the trapezoidal rule to calculate the area under the pressure
curve.

The above model of aquifer in�ux, called Schilthuis' steady-state model, can be
veri�ed by assuming values of C as an integrated part of material balance calculations.

An extension of Schilthuis' model is to allow for gradual increasing aquifers, simply
by treating the aquifer outer boundary as radially increasing with time, i.e. ra = a · t,
in Eq. 4.47.

Then Eq. 4.48 becomes,

We = C ′
∫ t

0

(pi − p)
ln(at)

dt, (4.50)

where the new unknowns C ′ and a can be found, simply by plotting the linear data
∆p/(dWe/dt) against ln(t).



110 CHAPTER 4. THE MATERIAL BALANCE EQUATION

4.5.1 Natural Water In�ux

Single phase reservoir �uid �ow is described by the di�usivity equation. (The reservoir
�uid �ow behavior will be discussed in more details in the next chapter.) The �ow of
aquifer water into a reservoir is in principle the same physical process as the �ow of gas
or oil into a well. See Figure 4.13. This fact has been recognized by van Everdingen and
Hurst in their classical article [16], where they presented a solution to the radial di�u-
sivity equation at an outer boundary reservoir radius re. The dimensionless di�usivity
equation given below is solved at a dimensionless radius rD = 1, where rD = r/rb. rb is
the inner boundary radius of the aquifer. In the case where the reservoir outer radius
coincide with the inner aquifer radius, then rb = re and

1

rD

∂

∂rD

(
rD
∂pD
∂rD

)
=
∂pD
∂tD

, (4.51)

where the dimensionless time is de�ned

tD =
kt

φµcr2
b

, (4.52)

and where all parameters are average aquifer quantities. k is the aquifer permeability,
φ is the porosity, µ is the water viscosity, c is the total compressibility, rb is the inner
aquifer boundary radius, i.e. rb = re, and ra is the aquifer outer radius, as depicted in
Figure 4.13.

Figure 4.13: Similar �owing patterns in cylindrical gas reservoir (left) and cylindrical
aquifer (right) .

There are in principle two sets of solutions to Eq. 4.51. One is the constant terminal
rate case and the other is the constant terminal pressure case. In the constant terminal
rate case, the rate is increased to a constant level and the well pressure is calculated
as function of time. (This case is similar to the situation of constant terminal rate
production, to be discussed further in the next chapter.)

In the constant terminal pressure case, a prede�ned pressure drop is kept constant
and the water �ow rate is calculated as function of time. This is the method that was
adopted, in calculating the aquifer water in�ux, by van Everdingen and Hurst. In their
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article, they solved Eq. 4.51 for an aquifer - reservoir system by applying the Laplace
transformation.

The constant terminal pressure solution of Eq. 4.51, gives the dimensionless rate of
aquifer water into the reservoir as function of dimensionless time at constant pressure
drop ∆p

qD(tD) =
qµ

2πkh∆p
, (4.53)

where ∆p = pi − p is applied at the border between the reservoir and the aquifer.
(Notice that the pressure drop ∆p in Eq. 4.53 is constant.)

The cumulative aquifer water in�ux We is the volume water initially located inside
the aquifer, that �ows into the reservoir within the time t caused by a constant pressure
drop ∆p,

We =

∫ t

0
qwdt, (4.54)

where qw is the �ow rate of aquifer water into the reservoir.

Transforming to dimensionless variables, we get

We
µ

2πkh∆p
=

µ

2πkh∆p

∫ t

0
qwdt

=

∫ t

0
qD(tD)dt

=

∫ tD

0
qD(tD)

dt

dtD
dtD

=
φµcr2

b

k

∫ tD

0
qD(tD)dtD

=
φµcr2

b

k
WeD(tD). (4.55)

From Eq. 4.55 we may write the aquifer water in�ux We as function of the dimen-
sionless aquifer in�ux WeD

We = U∆pWeD(tD), (4.56)

where the aquifer constant U is de�ned U = 2πφhcr2
b , for a cylindrical aquifer. WeD

is a dimensionless function of dimensionless time tD, dependent only on the volumetric
dimensions of the aquifer.

The dimensionless aquifer in�ux WeD(tD), has been calculated for both radial and
linear aquifers of �nal and in�nite dimensions. Knowing this function allows us to
calculate the actual water in�ux, simply by applying Eq. 4.56.

In their article van Everdingen and Hurst presented tabled data representing the
dimensionless in�ux for various cylindrical aquifers. However, for the solution of the
constant terminal pressure case, reference is made to the book of Carlslaw and Jeager [3].
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Polynomial representations of the data presented by van Everdingen and Hurst have
been made available by several authors. Figure 4.14 shows WeD plotted as function of
tD for the cases of cylindrical and linear aquifers of �nal and in�nite dimensions.
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Figure 4.14: Dimensionless water in�ux for radial and linear aquifers of �nite and in�nite
dimensions.

The curves plotted in Figure 4.14 represents polynomial �ts to the data presented
by van Everdingen and Hurst, where (IR) refers to in�nite radial data and where (FR)
refers to �nite radial data. The �nite radial data are presented for �ve choices of
dimensionless radius raD = ra/rb; 1.5, 3, 10 and 20. In�nite and �nite polynomial �ts
for linear data (IL and FL) are also presented in the same plot.

Typical for both radial and linear aquifers of �nite dimension are that they all
follow the in�nite trend until a certain dimensionless time, after which they more or
less becomes constant. This has to do with the fact that any �nite aquifer, initially will
behave as if it was of in�nite size. As time develops, the aquifer volume is reduced and
further water in�ux is reduced towards zero. The transition between these two stages is
controlled by the cross section area available for �ow, which again is in part controlled
by the de�nition of dimensionless time tD de�ned in Eq. 4.52.

4.5.2 Application of Aquifer Water In�ux

The aquifer in�ux for an arbitrary pressure history can be calculated by using the
dimensionless function WeD(tD) at various time interval. The function is pressure inde-
pendent and describe the water in�ux as a function of dimensionless time for a constant
pressure drop in the reservoir imposed at initial time.

Since Eq. 4.56 is a linear equation of independent variables, it is possible to calculate
the contribution of sequential pressure drops by using the superposition principle.

The average reservoir pressure can be observed to decrease step-vise as function of
time, where the time T = tn is representing the present time i.e. the latest time step.



4.5. AQUIFER INFLUX 113

Pressure at aquifer boundary: p0 = pi, p1, p2, p3, · · · pn
Changin time steps : 0, t1, t2, t3, · · · tn

Figure 4.15 shows the decreasing average reservoir pressure. The full line represents
the dynamical pressure decline, while the dotted line represents a step-vise approxima-
tion to the average reservoir pressure. Each step represents an instantaneous change in
the pressure and the corresponding in�ux at each step is shown in the lower diagram.
The water in�ux at each step follows form the dimensionless function evaluated at the
appropriate dimension-less time. The total water in�ux is obtained by the summation
of the in�uxes for the individual steps.

p0

p1

p2

p3

pn

Dp0

Dp1

Dp2

We1

We2

We3

t1 t2 t3 tn

Dp

Figure 4.15: Average reservoir pressure decline creates a superposition of water in�uxes.

The average pressure levels at the aquifer boundary during the time intervals be-
tween each time step, as indicated in Figure 4.15, are given
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< p1 > = (p0 + p1)/2, (4.57)

< p2 > = (p1 + p2)/2,

...

< pj > = (pj−1 + pj)/2,

where j is the j'th time step.
The corresponding pressure drop at di�erent time steps: 0, t1, t2, · · · can be written

∆p0 = (p0− < p1 >) = · · · = (p0 − p1)/2
∆p1 = (< p1 > − < p2 >) = (p0 + p1)/2− (p1 + p2)/2 = (p0 − p2)/2

...
...

...
∆pj = (< pj > − < pj+1 >) = (pj−1 + pj)/2− (pj + pj+1)/2 = (pj−1 − pj+1)/2

(4.58)

The aquifer water in�ux We, in Eq. 4.56, is the cumulative in�ux under the as-
sumption that the reservoir experiences a pressure drop equal to ∆p. As seen from
Figure 4.15, a dynamical pressure decline can be represented by a step vise pressure
decline ∆pj , where each pressure drop is associated with a speci�c water in�ux Wej .
The total water in�ux is therefore the sum of all in�uxes from time t0 to the time tn.
Since the present time T = tn, the cumulative aquifer in�ux is

We(T ) = We1 +We2 +We3 + · · ·+Wen (4.59)

= U [∆p0WeD(TD) + ∆p1WeD(TD − tD1)

+∆p2WeD(TD − tD2) + · · ·+ ∆pn−1WeD(TD − tD(n−1))]

The principle of superposition applied in Eq. 4.59 is based on the assumption that
the cumulative water in�ux We can be represented by a sum of individual in�uxes Wej ,
where the j'th in�ux is causes by the j'th pressure drop ∆pj . The time period over
which the j'th in�ux is active is then represented by the time di�erence (T − tj). In
dimension-less parameters, this time di�erence becomes (TD − tDj).

The cumulative aquifer water in�ux at time T = tn is therefore written

We(T ) = U

n−1∑
j=0

∆pjWeD(TD − tDj), (4.60)

where n is the number of time steps being calculated.

4.5.3 Aquifer Models

The aquifer dimensionless functionWeD has been derived for certain geometrical aquifer
shapes. The polynomial representation, already presented in Figure 4.14, are found
in the books of J. Hagoort [9] and T. Ahmed [1]. They give polynomial �ts to the
dimensionless aquifer in�uxWeD for in�nite radial aquifers, �nite radial aquifers, in�nite
linear aquifers, �nite linear aquifers in addition to bottom water in�ux.
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In�nite Radial Aquifers

An in�nite radial aquifer can be limited by e.g. faults such that is covers only a limited
fraction of the whole circumference. The sector where the aquifer is active might be
de�ned by an angle α, as shown in Figure 4.16.

Figure 4.16: In�nite radial sector aquifer.

The polynomial �t of WeD(tD) for a radial in�nite aquifer is, - as in the book of T.
Ahmed, subdivided into three time regions,

tD < 0.01 : WeD = 2

(
tD
π

)0.5

, (4.61)

0.01 ≤ tD < 200 : WeD =
1.2838

√
tD + 1.19328tD + 0.269872t

3/2
D + 0.00855294t2D

1 + 0.616599
√
tD + 0.0413008tD

,(4.62)

tD ≥ 200 : WeD =
−4.29881 + 2.02566tD

ln(tD)
, (4.63)

where the dimension-less time is given by Eq. 4.52
The aquifer constant U in Eq. 4.56, is in the radial case de�ned by

U = 2π
α

360
φhcr2

b , (4.64)

where α is called the encroachment angle, de�ned in degrees. Aquifer porosity φ, aquifer
thickness h, aquifer total compressibility c, comprising both rock and water and aquifer
inner radius rb, are all de�ned as previously.

Finite Radial Aquifers

A �nite radial aquifer has a �nite outer boundary ra. The dimensionless function now
depends on the aquifer radial extent and in dimensionless form is characterized by
raD = ra/rb.

The response from a �nite radial aquifer will at early times be similar to the response
from an in�nite aquifer. Not until the outer boundary is reached, will the �nite aquifer
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start to behave di�erently compared to the in�nite aquifer. Seen from Figure 4.14,
a transition time indicating the shift from in�nite to �nite acting aquifers, can be
approximated based on the dimensionless radius raD,

taD = 0.3(raD − 1)2.25. (4.65)

After taD, an analytical representation, given by J. Hagoort, is representing the
dimensionless function WeD for a �nite aquifer,

WeD = 0.5(r2
aD − 1)

(
1− exp (

−2tD
J∗

)

)
, (4.66)

where the function J∗ is de�ned as

J∗ = r4
aD

ln raD
r2
aD − 1

+ 0.25(1− 3r2
aD). (4.67)

Notice that the dimensionless time tD and aquifer constant U for �nite - and in�nite
radial aquifers are de�ned similarly.

In�nite Linear Aquifers

The dimensionless function WeD for in�nite linear aquifers is given by

WeD = 2

√
tD
π
, (4.68)

where the dimension-less time tD is de�ned

tD =
k

φµcw2
t, (4.69)

and where w is the aquifer width, as depicted in Figure 4.17.

The aquifer thickness h is represented in the aquifer constant U , which is de�ned,

U = φhcw2. (4.70)

Finite Linear Aquifers

The �nite linear aquifer is de�ned by a �nite width w, height h and length L, as shown
in Figure 4.17.

The dimensionless time is de�ned by

tD =
k

φµcL2
t, (4.71)

and the aquifer constant is written

U = φchwL. (4.72)

The dimensionless water in�ux for a linear aquifer is, following J.Hagoot, given as
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Figure 4.17: Finite linear aquifer.

WeD = 1−
∞∑
n=0

exp(−(2n+ 1)2π2tD/4)

(2n+ 1)2
. (4.73)

The summation index n is supposed to run from zero to in�nity but is in practical
terms n ≤ 10 is proven to be quite su�cient, as can be seen from Figure 4.18.
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Figure 4.18: Finite linear aquifer function.

The transition time, between in�nite and �nite acting linear aquifer, is found to be
about tD = 0.5 from Figure 4.14.

Finite linear aquifers is in Figure 4.14 represented by a single curve (FL), even
though �nite aquifers may come in di�erent shapes and volumes. Information of the
particular aquifer is entirely contained in tD and U . All �nite aquifers will therefore
act similarly and the only di�erence between one aquifer to the other is the de�nition
of actual transition time.

Bottom Aquifer In�ux

In many cases gas reservoirs are located on top of an underlying aquifer, where a hori-
zontal gas-water-contact (GWC) is separating the two phases. The hight of the water
column, being part of the gas reservoir, might be considerable. Connate water may
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stand all the way from the GWC and up to the crust or cap of the reservoir. In cases
with high vertical water permeability, considerable water support from bottom aquifers
could be expected, as depicted in Figure 4.19.

Figure 4.19: Cylindrical gas reservoir with bottom aquifer in�ux.

The aquifer �ow model used by van Everdingen and Hurst describes horizontal wa-
ter encroachment and does not generally account for the kind of vertical �ow generated
by an underlying aquifer. To be applicable in these situations, the di�usivity equation
Eq. 4.51 can be modi�ed with an additional term, describing vertical �ow. The intro-
duction of a vertical �ow term would necessarily also introduce a vertical permeability
kv and a ratio between vertical and radial permeability can be de�ned, Fv = kv/kr.

Solutions of such an extended di�usivity equation has been presented by Coats [4].
In his calculations, the aquifer in�ux is estimated using the same form as van Everdingen
and Hurst in Eq. 4.56, where the aquifer constant now is de�ned U = 2πφcr2

eh. h is
here the aquifer height or thickness below the gas reservoir, where re is the reservoir
radial dimension.

Even though the dimensional aquifer in�uxWeD is di�erent for the function derived
by van Everdingen and Hurst, the solution procedure is identical in the two cases.
Bottom aquifer in�ux may therefore approximately be represented by vertical in�ow
models, i.e. solutions derived by van Everdingen and Hurst. In comparing the two
solutions, the bottom aquifer models gave somewhat 20% less water in�ux, compared
to the in�nite radial model.

4.6 Simulation of Non-Volumetric Depletion

In non-volumetric depletion, the aquifer water will �ow into the reservoir and occupy
part of the pore volume. The e�ects on the overall gas recovery due to aquifer in-
�ux are both positive and negative. On the positive side, it seems evident that the
aquifer water helps to maintain the pressure in the reservoir by reducing the rate of
normal pressure decline, which again will improve the recovery to pressure ratio. On
the negative side, however, the impact of aquifer in�ux will immobilize part of the reser-
voir gas by con�ning large amounts of gas in closed pockets. Laboratory experiments,



4.6. SIMULATION OF NON-VOLUMETRIC DEPLETION 119

logging data and reservoir material balance calculations have demonstrated that the
trapped gas saturation in water-invaded regions could be as high as 50% of the total
pore space [8]. A second e�ect is the danger of possibly water break-through and con-
sequently increased water-cut production, which again could lead to "killing the well"
and early well abandonment.

In the simulations presented here, the gas reservoir is similar to what was presented
in section 4.3.3. The simulation of trapped gas, as mentioned above, and other related
reservoir characteristics are not part of these simulations. Thus, only the positive e�ect
of aquifer in�ux is considered here, i.e. only the e�ect directly related to the material
balance calculations due to aquifer in�ux is considered.

Figure 4.20: Radial and linear aquifer dimensions.

Simulation of non-volumetric depletion is demonstrated using a radial and a linear
(rectangular) shaped aquifer, as depicted in Figure 4.20. The reservoir and aquifer
thickness is equal to 50 m. The e�ect of water encroachment is compared to the case
of a semi cylindrical aquifer (α = 180o) and a rectangular shaped aquifer, where

1. the initial water volume (pore volume) in the �nite cases are equal,
i.e. 0.5φπ(r2

a − r2
b )h = φSLh and

2. the �ux surface joining the the reservoir and aquifer is the same, i.e. 0.5 ·2πrb ·h =
S · h.

The length of the rectangular aquifer is therefore determined by the radial dimension
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of the cylindrical aquifer, and L = (r2
a − r2

b )/2rb. Thus, parameters characterizing the
aquifers and their dimensions are given in Table 4.4.

Table 4.4: Average aquifer parameters and dimensions.

k [mD] cw [1/bar] φ µ [mPa · s] α rb = re [m] ra [m] S [m] L [m]

5 5 · 10−5 0.2 1.0 180 360 2000 1131 5375

Figure 4.21 shows the cumulative water in�ux as function of time, for the four
aquifers. It is interesting to notice that for a certain time period, the in�nite and �nite
radial aquifers plot similarly. During approximately a year, the two radial aquifers are
indistinguishable and it is seemingly impossible to distinguish which type of aquifer is
active; in�nite or �nite dimension.

In the case of linear aquifers, the in�ux of cumulative water is considerably lower
than for the radial aquifers, even though the �ux area connecting the aquifers and
the gas reservoir is exactly the same This points to the fact that the aquifer water
is generally located further away from the reservoir in the linear cases than in radial
cases. This assumption is further underlined by the fact that the �nite radial and linear
(rectangular) aquifer have the same initial water volume.

Figure 4.21: Water in�ux for radial and linear aquifers of in�nite and �nite dimensions.

The average reservoir pressure as function of time is plotted in Figure 4.22. Of
the �ve simulations presented in the plot, four involves aquifer in�ux from radial and
linear aquifers of in�nite and �nite dimensions. All parameters and spacial dimensions
are as presented above. The pressure pro�les representing the radial aquifers shows
evidence of pressure support, to a higher degree than is the case for linear aquifers. The
contribution from the rectangular aquifers are quite limited and of minor importance for
the pressure development and appears to be quite similar to the non-aquifer case. The
e�ect of prolonged production period in the cases of aquifer encroachment is anyhow
quit clear.
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Figure 4.22: Average reservoir pressure decline for four cases of aquifer water support.

The relative production of gas and liquid condensate are plotted in Figure 4.23, as
function of reservoir pressure. The most striking e�ect, observed in the recovery plots,
is the observation that liquid production bene�ts more from pressure support than the
gas production. In the case of the in�nite radial aquifer there is a signi�cant increase in
the recovery for all pressures, say lower than 350 bar. At lower pressure than 150 bar
the recovery seems to �atten out somewhat. This observation is related to the reduced
pressure decline in the reservoir at late times, caused by the fact that most of the gas
has already been produced.

Figure 4.23: Recovery plots for gas and liquid condensate production.

The e�ect of aquifer support is particular interesting in the case of liquid condensate
production. Relative to the case of no aquifer support, there is a noticeable increase in
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liquid recovery of more than 5% in the in�nite radial case, as seen from Figure 4.23.

Figure 4.24 shows the water in�uxWe as function of time for three cases of increasing
aquifer permeability, i.e. 1, 5 and 10 mD. The aquifer is in�nite radial and otherwise
characterized, as presented in Table 4.4. The water in�ux is, as can be expected, a strong
function of aquifer permeability, where a 10 fold increase in permeability gives somewhat
less then 3 times increase in cumulative water in�ux. The average aquifer permeability
is therefore an important parameter when aquifer support is being evaluated.

Figure 4.24: In�nite radial aquifers of di�erent permeability.

In Figure 4.25, two di�erent dry gas production rates are simulated, qg = 0.25MSm3

and qg = 0.5MSm3. The aquifer is in these simulations of in�nite radial dimension
and otherwise as presented in the Table 4.4, above. The e�ect of a reduced gas rate,
0.25MSm3, is of course an extended production period. More interesting , however, is
the increased cumulative aquifer in�ux in the low gas rate case. The total water in�ux
We is, in the low rate case, considerable higher than in the high rate case. Consequently,
slightly more gas is produced in the low rate case. The additional increased cumulative
gas production in the low rate case, is marginal and would in this case not support a
decision of reduced gas rate.

Generally speaking, the importance of the aquifer is reduced when the gas out-take
is high compared to low gas production rates. At high gas rates the aquifer does not
have the time to properly respond to the pressure drop in the reservoir and consequently
the water in�ux is less than it otherwise would have been. In the case of dry and wet
gas reservoirs, the aquifer support is in reality not particular signi�cant. It is primarily
in the case of gas condensate reservoirs, that the aquifer size and strength becomes
important. In these reservoirs the cumulative liquid production is critically dependent
on the general pressure decline in the reservoir. If the pressure drops too quickly below
the dew point pressure, valuable liquid is condensed in the reservoir and thus considered
lost production. In these cases could pressure support generated by aquifer in�ux prove
to be of great importance for the whole economy of the project.
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Figure 4.25: Cumulative dry gas production and aquifer in�ux.

4.7 History Matching and Predictive Performance

Even though material balance is supposed to be one of the simplest subjects in the whole
of reservoir engineering, there are great misunderstandings related to the application of
material balance calculations as a predictive tool. The lack of proper knowledge and
understanding of the prerequisites in dealing with MBE, can lead to serious error in
assessing the reservoir drive mechanism (interpretation of the depletion process) and
in estimating GIIP. Generally, some methods are easier to use than other and some
methods are more trustworthy than others.

Using the traditional p/z versus cumulative production plots, can lead to a complete
misinterpretation of the drive mechanism and a serious overestimation of the GIIP. In an
attempt to avoid doing these mistakes, other methods should be preferred. One of these
methods is the Havlena - Odeh Interpretation Method [10, 11], where the production
data is plotted as a straight line. The interception between the strait line and the y-
axis de�nes the GIIP, in such a way that linearity can be checked. Another method is
the Direct Method, proposed by F. Hsieh [12, 13]. In this model, the water in�ux is
calculated without any prior knowledge of the aquifer and GIIP is estimated based on
a horizontal line �t.

4.7.1 p/z Interpretation Method

A general pressure equation, as presented in Eq. 4.24, has been deduced under the
assumption of molar balance in gas condensate reservoir production.

p = pi
Z2VHCi
Z2iVHC

(
1−

Gp(1 +RMLGp)

Gi(1 +RMLGi)

)
(4.74)

In the equation above, the aquifer in�ux is introduced in the VHC term and liquid drop-
out is given by the term RMLG. The p/z interpretation method can be displayed by
using the more simpli�ed pressure - production equation Eq. 4.11, derived for dry and
wet gas reservoirs,



124 CHAPTER 4. THE MATERIAL BALANCE EQUATION

p = pi
Z

Zi

(
1− Gp

Gi

)
, (4.75)

where aquifer in�ux is not accounted for and where liquid condensation in the reservoir
is neglected.

The danger of uncritically using the p/z interpretation method, as in Eq. 4.75, can
be illustrated by plotting nonlinear data as shown in Figure 4.26. In the plot, the
volumetric depletion line is presented for comparison, as the straight line is ending at
the cumulative production Gp/Gi = 1.

The data points describing the non-volumetric production are always located above
the volumetric data line. When non-volumetric data for the �rst two years of gas
production is linearized, as if they were volumetric depletion data, - the linear trend is
seen to intercept the x-axis at values of Gp/Gi much greater than unity. The di�culties
of distinguishing natural depletion cases where no aquifer water is entering the reservoir
with those cases where we do have aquifer in�ux, are sometimes quite di�cult. In
these cases, the danger of extrapolating the strait line �t and determining a grossly
overestimated GIIP, is particular pertinent, as has been clearly documented by Bruns
et al. [14] as early as in 1965.
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Figure 4.26: p/z plot for non-volumetric depletion.

The early data, up to 1 year, seems to be quite linear, while a linear trend through
these data shows a considerable overestimation of the initial gas in place by nearly
160%. If a second year of production is added to the data basis, the estimation of GIIP
seems to be even worse, as seen from Figure 4.26.

The error done in this analysis is related to the misinterpretation of non-volumetric
data as volumetric data. The early data seems to be quite linear, but they are not! This
point is further emphasized by the fact that the aquifer in this simulation example only
represents a moderate water in�ux and thus only slightly modi�es the non-volumetric
data basis.
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4.7.2 The Havlena - Odeh Interpretation Method

A general material balance equation for natural gas reservoirs can be derived from the
molar balance equation, Eq. 4.23, presented above, where the molar balance equation
can be written,

Gp
Gi

=

(
1− Z2ipVHC

Z2piVHCi

)(
1 +RMLGi

1 +RMLGp

)
.

If we assume no water in�ux nor water production, use the de�nition of hydrocarbon
pore volume (VHC), given in Eq. 4.37, and use the gas volume factor (Bg) de�ned in
Eq. 3.111, - then

VHC = Vpi {(1− Sw) + (cr + Swcw)(p− pi)} ,

Bg = (1 +RMLG)Z
T

p

( p
T

)
SC

,

and then the material balance equation for natural gas reservoirs (dry- and wet gas
reservoirs) is written,

GpBg = Gi(Bg −Bgi) +GiBgi
(cr + Swcw)

(1− Sw)
∆p. (4.76)

The pressure di�erence ∆p = pi − p is always positive. If the water in�ux We and
the water production Wp are included into the above equation, the general material
balance equation for gas reservoirs can be written,

GpBg +WpBw︸ ︷︷ ︸
Underground−withdrawal

= Gi(Bg −Bgi)︸ ︷︷ ︸
Gas−expansion

+ GiBgi
(cr + Swcw)

(1− Sw)
∆p︸ ︷︷ ︸

Expansion andCompaction

+ We︸︷︷︸
Influx

, (4.77)

where Bw is the volume factor for water, often assumed to be unity. All underground
volumes in the above equation are reservoir volumes (Rm3).

Adopting the nomenclature frequently used in linearization of the general material
balance equation,

F = GpBg +Wp,

Eg = Bg −Bgi,

Ef = Bgi
(cr + Swcw)

(1− Sw)
∆p,

the reduced linear equation is written,

F

Eg + Ef
= Gi +

We

Eg + Ef
. (4.78)

Using production, pressure and PVT-data, the left-hand side of the above equation
can be plotted as function of cumulative gas production, Gp. In the case of no water
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in�ux (We = 0), i.e. volumetric depletion, the data should plot linearly as a horizontal
straight line.

Any deviation from a straight horizontal line would therefore indicate non-volumetric
depletion and possible aquifer in�ux. F , Eg and Ef can be calculated as function of
Gp. The volume gas factor, as de�ned above, is dependent on the molar-condensate-gas
ratio RMLG, where RMLG = (1− V )/V , where V is tabulated in Table 3.8.

In the simulation examples above, gas and liquid condensate have been produced
from a reservoir containing all together 8.763·108 Sm3 dry gas initial in place. Assuming
a radial in�nite aquifer as in the p/z - plot above, the impact of water in�ux during
normal production is plotted in Figure 4.27, using the Havlena - Odeh interpretation
method.

Figure 4.27: Aquifer in�ux using the Havena - Odeh interpretation method.

In Figure 4.27, the aquifer in�ux case is compared with the no in�ux case. When
there is no aquifer present, i.e. We = 0, Eq, 4.78 is a horizontal line intercepting the
y-axis at Gi. From the �gure above it is clear that this line intersects the y-axis at
about 9 · 108 Sm3, in good agreement with what is mentioned above, referring to the
GIIP. An extensive analysis of this data plotting technique as in Figure 4.27, is given
by Pletcher [15].

In the case of aquifer in�ux, data is plotted as a seemingly strait line having a
positive slope. The fact that the line is no longer horizontal shows that an aquifer is
present. This information is of great signi�cance in further analysis of the production
data and prevents misinterpretation of the gas initial in place. A valuable estimation
of the GIIP can be made, using Figure 4.27, by simply extrapolating the the strait line
back to the point of zero gas production, i.e. Gp = 0, where the intercept with the
y-axis gives the GIIP .

The advantage of the Havlena - Odeh interpretation method over the p/z- method
is primarily the ability to verify the existence of aquifer in�ux. If the plotted line in
Figure 4.27 has a slope relative the horizontal line, an aquifer is present. Secondly, a
linear trend through the data points will intercept the y-axis at Gi, thus providing a
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relatively correct estimate of the initial volume of gas in the reservoir.

4.7.3 The Direct Interpretation Method

In the direct interpretation method, aquifer water in�ux is calculated without any prior
knowledge of the aquifer size or strength. The basic equation behind this model is
obviously the general material balance equation, here represented by the linearized
MBE, Eq. 4.78.

In the case of gas reservoirs, the expansion and compaction term Ef is normally much
smaller than the gas expansion term Eg and can therefore be neglected. If additionally,
the water production is set to zero, the linearized equation can be written

GpBg
Bg −Bgi

= Gi +
We

Bg −Bgi
, (4.79)

where the gas volume factors Bg ≥ Bgi.
The cumulative water in�ux is calculated directly from the above equation,

We = GpBg −Gi(Bg −Bi), (4.80)

where the water production Wp = 0. The gas production Gp is known, while the gas
initial in place Gi is generally not known. If the size of the initial gas volume Gi is
estimated too high, then the water in�ux is too low and vice versa.

The aquifer water in�ux We has previously been introduced as a function of a
dimensionless function WeD in Eq. 4.56. Substituting this equation in Eq. 4.80, the
aquifer constant U can be expressed

U =
We

∆pWeD(tD)
=
GpBg −Gi(Bg −Bi)

∆pWeD(tD)
. (4.81)

The aquifer constant U is uniquely de�ned by the size and form of the aquifer,
were the constant is de�ned as Ur=∞ = 2πφhcr2

b for an in�nite radial aquifer and
UL=∞ = φhcω2 for an in�nite linear aquifer. The aquifer constant has the dimension
volume over pressure [m3/bar], and is thus time independent. If the aquifer constant in
Eq. 4.81 is plotted as function of time it would de�ne a horizontal line.

In the direct interpretation method, Eq. 4.81 is rede�ned and an aquifer in�ux index
C is de�ned, where the dimensionless functionWeD is substituted by the time di�erence
∆t

C =
We

∆p∆t
=
GpBg −Gi(Bg −Bi)

∆p∆t
. (4.82)

The aquifer in�ux index C has the dimensions volume over pressure and time
[m3/bar/days] and is thought to have the same characteristics as the aquifer constant
U . If the water in�ux We is correctly estimated the aquifer in�ux index will plot as a
horizontal line. If the gas initially in place is overestimated, C will become negative. If
on the other hand, Gi is underestimated the aquifer in�ux index will be positive and
not necessarily horizontal.

The basic idea behind the direct interpretation method is that there is only one
particular Gi that consistently yields the same aquifer in�ux index C, which is a unique
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property of a given reservoir - aquifer system. If the estimated Gi is too low or too
high, then C becomes a non consistent function of time that deviate from a horizontal
strait line.

The direct interpretation method can be evaluated through the following steps:

1. Estimate the gas initial in place Gi.

2. Calculate the water in�ux We by Eq. 4.80 for all time steps n; ∆t = tn− ti, where
tn and ti is the actual and initial time, respectively. (Normally would ti = 0.)

3. Calculate the aquifer in�ux index C using Eq. 4.82, where ∆p = pi − pn. The
pressures pn should be a consistent choice of reservoir pressures, e.g. the average
reservoir pressure pn = pn.

4. Plot the value of C as function time tn.

5. Reconsider the initial gas in place until C(t) does plot as a strait horizontal line.

In order to illustrate the process presented above, typical production data such as
gas produced Gp and pressure drop ∆p = pi − pn have to be recorded as function of
time.

Figure 4.28: Aquifer in�ux index as function of time.

Figure 4.28 presents the aquifer in�ux index C as function of time, for three choices of
initial gas in place, namely; 87.63 ·108 Sm3, 8.763 ·108 and 0.8763 ·108 Sm3. Figure 4.28
clearly demonstrates that the high volume alternative (87.63 ·108 Sm3) is obviously not
correct. The challenge in deciding between the two low alternatives is primarily related
to deciding which line is more horizontal. The data plotted in Figure 4.28 is the same
data as used in Figures 4.27 and 4.26, where the initial gas in place is 8.763 · 108 Sm3.
An extended application of the Direct Method has been proposed by Bhuiyan et al. [2],
where the "subjectivity" in the analyzes has been replaced by a optimization process
�nding the "best �t" horizontal line.
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Example: Justi�cation of the aquifer in�ux index C

The aquifer water in�ux is de�ned as the cumulative �ow of water into the
reservoir volume as shown in Eq. 4.54.

We =

∫ ∆t

0
qwdt,

For a cylindrical reservoir with a �nite radial aquifer, with outer radial
dimensions re and ra, respectively, the steady state water �ow from the
aquifer in to the reservoir is de�ned by integrating Darcy's law over the full
radial thickness of the aquifer.

qw =
kw
µw

2πhw
ln(ra/re)

∆p.

Substituting qw into the cumulative �ow equation and integrating from
time zero to t, the water in�ux is written

We =
kw
µw

2πhw
ln(ra/re)

∆p ·∆t.

A constant C can be de�ned, that characterizes the aquifer such that,

C =
We

∆p ·∆t
.

As seen from the above considerations, there are reasons to believe that
the ratio We/(∆p · ∆t) should be reasonable constant as function of time,
and as such that an aquifer in�ux index C will exist.

.
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Chapter 5

Reservoir Gas Flow

Production of gas from underground rock formations is directly related to the �ow of
gas in reservoirs towards strategically located wells. The �ow of gas in porous media is
therefore an essential element in depletion processes in gas reservoirs. In its own right,
gas �ow behavior in reservoirs is a huge area of great interest in reservoir engineering.
Reservoir �ow behavior are in most cases quite complex to model and therefore subjected
to studies involving the latest and most advanced computers.

In this presentation, however, we will restrict ourselves to gas �ow behavior in cylin-
drical, homogeneous and isotropic reservoirs of �nite dimension. Under such restrictions,
single gas �ow is considered isothermal in the bulk part of the reservoir, while the near
well region is treated separately. The practical interests in single or multi phase gas �ow
in this chapter, are primarily related to the determination of well in�ow characteristics
and well-bore pressures, and in particular the bottom-hole pressure.

In the case of constant terminal gas �ow rate, the mean pressure in the reservoir
will decrease in accordance to the cumulative volume of gas produced. This process
is modeled through the use of material balance calculations, as described in the pre-
vious chapter. The process of radial gas �ow and its representation as in this text, is
therefore somewhat more complicated and complex, compared to the material balance
calculations. The reason for this is primarily that gas is compressible and secondly that
radial gas �ow in the reservoir passes through di�erent phases, i.e. the general pres-
sure solution consists of di�erent equations acting in di�erent periods of time. Another
complicating factor is the condensation of gas in the near well area and the formation
of liquid oil as a separate phase, which again involves multi phase �ow in the near
well-bore volume.

In general reservoir �ow, the pressure dependence of gas compressibility and vis-
cosity leads to non-linear �ow equations, and consequently �ow equations where no
analytical solutions can be found. This problem is, however, elegantly handled by using
Kichho�'s transformation, which linearize the �ow equation to the same form, known
to us as the non-compressible liquid �ow equation. Instead of handling pressure as the
primary parameter, a pseudo pressure function; m is introduced. The method adopted
in this text involves a four step process which results in a set of overlapping �ow equa-
tions. A more general and consistent solution technique is available, but involves quite
complicated and advanced mathematical formulation and is therefore not included in

133
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this text.

The alternative method for solving the reservoir gas �ow problem, and the one we
will follow, is presented as follows:

In a cylindrical reservoir with the well in the center, the well production is initially
characterized as if the reservoir was of in�nite dimension, i.e. the pressure information
wave or pressure information front has not yet reached far enough out into the reservoir
to explore its limits. This period, in the life time of the reservoir, is known as the
in�nite acting period.

After a short transition period, a semi steady-state period starts. In this period, we
assume the pressure pro�le in the reservoir to remain radially constant while the pressure
value at each radial position in the reservoir is steadily decreasing proportionally to the
decline in the mean reservoir pressure.

The pressure solutions in the two periods are separate equations describing an over-
lapping general pressure solution in the reservoir.

There are �ve steps involved in the development of the bottom-hole pressure and
these are organized as separate sections:

Steady-state Darcy �ow solution is the derivation of the radial rate - pressure solu-
tion. This part includes the introduction of the mean pseudo pressure; m and the
bottom-hole pressure pbh.

Semi steady-state radial �ow describes a closed reservoir where the average pres-
sure decline is assumed to be uniformly distributed while the radial pressure pro�le
is constant in form but otherwise declining with decreasing pressure.

In this section the well-bore skin S is introduced. Inertial forces like turbulence
are also included in the derivation. The e�ect of inertial forces are introduced in
the pressure equation as a non-Darcy skin SnD.

General non-steady-state �ow solution describes the in�nite acting period, where
the rate-pressure solution is derived by using the line-source solution technique.
The radial �ow at constant terminal rate is the derivation of a general pressure
solution.

Late transition period is a sum-up and �nal presentation of the general solutions on
a form adapted for further simulation.

Radial �ow equations is a sum up of the �ow solutions and a presentation of the
�ow equations as they are used in the �ow simulations.

In the last sections in this chapter, gas condensation in the near well volume is stud-
ied. The formation of liquid condensate around he well-bore, often called "condensate
banking" or "condensate drop-out" is of great interest in gas reservoir engineering.

The two phase gas �ow equations are introduced, as well as other parameters in-
volved in the calculation process.
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Modeling of production gas oil ratio is one of the key element in the calculation
of liquid drop out and well-bore pressure development.

Simulation of two phase �ow sums up and depicts the e�ect of �ow behavior due
to condensate drop-out in the reservoir.

When the bottom-hole pressure is reduced, such that the dew point pressure is
reached in the reservoir (�rst in the vicinity of the well-bore), liquid condensate (oil)
drops out of the gas. The liquids will partly occupy the porous volume in the vicinity of
the well, and thereby impair gas �ow. Later, when the pressure has further decreased,
some of this oil may become mobile and start to �ow towards the well-bore, in which
case we get two-phase �ow in the reservoir. Well deliverability is further impaired.
Maintaining a constant surface production rate, there will be an increased pressure
drop in the well-bore, due to two phase �ow in the parts of the reservoir nearest to
the well-bore. The properties of the �uids and their interaction with the porous media
are complex phenomena that pose problems at various levels of complication. A simple
model is therefore introduced, which allow us to assess the problem of liquid drop out
in a descriptive and hopefully enlightening manner.

5.1 Single-Phase Gas Flow

Let us �rst consider the simple case of steady-state �ow in the absence of inertial e�ects.
Under these conditions the �ow of gas is governed by Darcy's Law and the law of Mass
Conservation associated to steady-state �ow. (A more comprehensive overview of the
�eld of reservoir �ow modeling is given by Heimsund [12])

The Darcy Law without gravitational e�ects is written on general and on linear form
(�ow along the x-axis)

−→u = −k
µ
∇p ⇒ ux = −kx

µ

∂p

∂x
, (5.1)

where u is the volumetric �ow velocity (u = q/A, where q and A are the �ow rate and
�ow cross section area, respectively), µ is the gas viscosity, k is the permeability and p
is the pressure.

The mass conservation law on general and on linear form are given

∇ · (ρ−→u ) = 0 ⇒ ∂

∂x
(ρux) = 0, (5.2)

where ρ is the gas density.
The steady-state gas �ow equation on general form, without inertial forces is a

combination of Eqs. 5.1 and 5.2

∇ ·
(
ρ

µ
∇p
)

= 0, (5.3)

where both the density and the viscosity are pressure dependent, i.e. ρ = ρ(p) and
µ = µ(p), while permeability is considered to be constant.

Equation Eq. 5.3 is a non-linear di�erential equation of which there is no direct
general and analytical solution.
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5.1.1 Steady-State Darcy Flow

Equation Eq. 5.3 can however, be linearized using Kirchho�'s transformation. This
transformation converts the pressure into a pseudo-pressure function m(p), that elimi-
nates the non-linearity in the steady-state equation. Kirchho�'s transformation [11] is
de�ned as

m(p) =
1

(ρ/µ)r

∫ p

pr

ρ

µ
dp, (5.4)

where pr is an arbitrary reference pressure and (ρ/µ)r is a constant de�ned by the
density-viscosity ratio at pressure pr.

Eq. 5.4 de�nes a one-to-one relationship between the pseudo-pressure m and the
pressure p. Di�erentiating Eq. 5.4, it follows that

∇m =
dm

dp
∇p =

ρ/µ

(ρ/µ)r
∇p. (5.5)

Substitution of Eq. 5.5 into Eq. 5.3, yields the linear equation

∇ · ∇m = 0. (5.6)

Eq. 5.6 is the well known Laplace equation, which describes incompressible steady-
state �ow of liquids in porous media. A great number of analytical solutions exist
for the liquid equation and consequently also for the gas equation when Kirchho�'s
transformation is applied.

The procedure to solve the steady-state gas �ow problem is thus, �rst to formulate
and solve the problem in terms of pseudo-pressure and then to convert the results back
to real pressures, using Kirchho�'s transformation.

Example: Pseudo-Pressure for Ideal Gases

The Ideal Gas Law at isothermal conditions is written

pV = nRT = (pV )r,

where (pV )r is constant at a reference pressure pr. The density is de�ned

ρ =
mg

nRT
p,

where mg is the mass of the gas.

The pseudo-pressure can then be calculated as follows

m(p) =
1

(ρ/µ)r

∫ p

pr

ρ

µ
dp

=
nRT

mg

(
µ

p

)
r

∫ p

pr

mg

nRT

p

µ
dp.
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If the viscosity is considered to be a slow varying function or constant in
the pressure range in question, i.e. µ ∼ constant, then the pseudo-pressure
is given

m(p) =
1

pr

∫ p

pr

pdp =
1

2

(
p2

pr
− pr

)
. (5.7)

The pseudo-pressure function for ideal gas is thus, monotonously increas-
ing as p2, starting at zero for a pressure equal to the reference pressure.

.

It is often more convenient to formulate the Kirchho�'s transformation in terms of
the gas formation-volume factor Bg instead of density ρ. This can be done using the
following relation between density and formation-volume factor

Bg =
ρsc
MG

M

ρ
(1 +RMLG), (5.8)

where ρsc is the gas density at standard conditions,M andMG are the average molecular
mass of the gas in the reservoir and at the surface, respectively. RMLG is the molar
condensate-gas ratio.

Eq. 5.8 is derived form Eq. 3.113 by using the substitution

M

ρ
= Z

RT

p

where the equation above is a combination of the Real Gas Law and the de�nition of
number of moles n = mg/M , where mg is mass of gas.

Restricting ourselves to dry - and wet gas reservoirs where RMLG = RMLGi, we
obtain for Kirchho�'s transformation

m(p) = (µBg)r

∫ p

pr

1

µBg
dp, (5.9)

where the di�erential of the pseudo-pressure is written

∇m =
(µBg)r
µBg

∇p. (5.10)

A necessary condition for derivation of Eq. 5.9, is the assumption thatMG = M(1+
RMLG) in Eq. 5.8.

Example: Pseudo-Pressure Versus Pressure

The pseudo-pressure, de�ned by Eq. 5.9, can be calculated when we know
the viscosity µ and the gas volume factor Bg as function of pressure p, as
presented in Table 5.1. The pseudo-pressure m∗(p) in the table below is the
ideal gas pseudo-pressure derived in Eq. 5.7.

The integral in Eq. 5.9 is approximated by
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Table 5.1: Gas properties as function of pressure for Sleipner Vest gas and for an ideal
gas.

p [bar] µ [mPas] Bg [Rm3/Sm3] m(p) [bar] m∗(p)[bar]

20 1.20E-02 6.88E-02 24.58 0.00
50 1.34E-02 2.67E-02 114.08 52.50
100 1.59E-02 1.29E-02 431.59 240.00
150 1.86E-02 8.44E-03 896.00 552.50
200 2.19E-02 6.37E-03 1453.54 990.00
250 2.55E-02 5.25E-03 2054.56 1550.00
300 2.93E-02 4.58E-03 2665.74 2240.00
350 3.31E-02 4.14E-03 3269.78 3052.50
400 3.67E-02 3.83E-03 3859.58 3990.00
430 3.88E-02 3.68E-03 4205.73 4400.00

Figure 5.1: Pseudo-pressure as function of pressure.

m(p) ' (µBg)r

N−1∑
i=1

∆pi

µBi

,

where µBi is the harmonic mean at the pressures i, i+ 1

µBi =
2

1

(µB)i+1
+

1

(µB)i

,

giving the approximate pseudo-pressure

m(p) ' (µBg)r

N−1∑
i=1

(µB)i+1 + (µB)i
(µB)i(µB)i+1

(pi+1 − pi)
2

.
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For data in the table above, the pseudo-pressure for real and ideal gases
are presented in Figure 5.1.

The reference pressure pr is normally de�ned as a minimum pressure and
in the example above this is 20 bar.

.

Kirchho�'s transformation and the concept of pseudo pressure, Eqs 5.9 and 5.10
are equally well adapted for solving core �ow problems, as for pressure draw-down
calculations.

Due to varying gas compressibility, the gas �ow through a core sample is not constant
and thus Darcy's Law can not be applied directly, in solving the pressure - �ow behavior.

The �ow rate at standard conditions is written

qsc =
q

Bg
=

1

Bg
A
k

µ

dp

dx
= kA

1

µBg

dp

dx
, (5.11)

where the gas �ow rate q, has been substituted by using the Darcy's Law. A is the �ow
cross-section and k and µ are the permeability and viscosity, respectively. dp/dx is the
pressure gradient in the x-direction.

Applying Eq. 5.10 for the linear displacement dx, in Eq. 5.11, we get

qsc = kA
1

(µBg)r

dm

dx
, (5.12)

Eq. 5.12 demonstrates the functionality of Kirchho�'s transformation. When the
pseudo-pressure function m(p) is de�ned as shown in Figure 5.1, we may thus calculate
the pressure - rate relation directly by applying Eq. 5.12.

Example: Linear Gas Flow in a Core Sample

A regular cylindrical core sample has a diameter of 5 cm and a length of 10
cm. The permeability is estimated to 100 mD and the inlet pressure (p1)
and outlet pressures (p2) are 50 and 10 bars, respectively.

The �ow rate at standard conditions given by Eq. 5.12, can be approxi-
mated by the equation

qsc = kA
1

(µBg)r

∆m

L
, (5.13)

where L = 10 cm is the length of the core sample.

We may now �nd m(p = 10) and m(p = 50) by using Figure 5.1, or
alternatively we may assume the gas to be near ideal and use Eq. 5.7 instead.
Combining Eqs. 5.7 and 5.13, we get

qsc =
kA

(µBg)rL

1

2

(
p2

2

pr
− p2

1

pr

)
, (5.14)

where (µBg)r is evaluated at the reference pressure pr.
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Choosing the reference pressure equal to 20 bar, we �nd the following
parameters from Table 5.1; µ = 1.2 · 10−2 mPa · s and Bg = 6.88 · 10−2

Rm3/Sm3. Substituting in Eq. 5.14 and using SI-units we get

qsc =
(100 · 0.987 · 10−3 · 10−12)π(0.05/2)2

(1.2 · 10−2 · 10−3)(6.88 · 10−2)0.1

1

2

(
502

20
− 102

20

)
105 = 0.01408

The core �ow rate is therefore qsc = 1.41 · 10−2 Sm3/s.
.

5.1.2 Steady-State Radial Flow

We now return to the somewhat idealized problem of steady-state �ow of gas towards a
well in the centre of a cylindrical reservoir of uniform thickness, as depicted in Figure 5.2

2r
w

r
e

h

Figure 5.2: Cylindrical reservoir of constant thickness.

Darcy's Law and conservation of mass Eq. 5.2, give the general non-linear �ow
equation,

∇ ·
(
ρ

µ
∇p
)

= 0, (5.15)

where this �ow equation is linearized using the Kichho�'s transformation and pseudo
pressure m,

m =
1

(ρ/µ)r

∫ p

pr

ρ

µ
dp, (5.16)

where pr is a reference pressure. Normally the reference pressure is chosen less than the
lowest pressure reached in the reservoir.
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Using Kirchho�'s transformation we get the following linear equation (Laplace's
equation),

∇ · ∇m = 0. (5.17)

Laplace's equation for cylindrical symmetry is written

1

r

∂

∂r

(
r
∂m

∂r

)
= 0, (5.18)

where the general solution in is known and given as,

m = a ln(r) + b. (5.19)

a and b are integration constants that follow from the boundary conditions.

Using the following boundary conditions, where we assume a well de�ned pressure
in the well and at the outer boundary, we get

m(rw) = mw

m(re) = me
⇒ a =

me −mw

ln(re/rw)
. (5.20)

From Eq. 5.19 we have

dm

dr
=
a

r
=

1

r

me −mw

ln(re/rw)
. (5.21)

Using Darcy's law for radial �ow, we may write the steady-state �ow rate at standard
conditions (as written in Eq. 5.11 for the linear case)

qsc =
q

B
=

2πrhk

µB

dp

dr
, (5.22)

where we have dropped the subscript g for the gas volume factor and where A = 2πrh.

In Eq. 5.22, we have used the fact that Darcy's Law in cylindrical coordinates are
q = A(k/µ)(dp/dr). Eq. 5.22 is then further expanded using Kirchho�'s transformation
dp/dr = (µB)/(µB)r(dm/dr) and we get

qsc =
2πhk

(µB)r

me −mw

ln(re/rw)
(5.23)

The steady-state solution of Eq. 5.18 is thus written,

me −mw =
qsc(µB)r

2πhk
ln(re/rw), (5.24)

whereme−mw is the pseudo-pressure drop in the reservoir due to production at constant
surface rate qsc.

In material balance calculations we have de�ned the reservoir pressure equal to the
average reservoir pressure. In applying Eq. 5.24, it is therefore often more convenient
to deal with the average reservoir pseudo-pressure m than the outer boundary pressure
me.
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Average reservoir pseudo-pressure

The average pseudo-pressure is de�ned

m =
1

V

∫
V
mdV, (5.25)

where V = πφ(r2
e − r2

w)h is the pore volume of the reservoir, when the volume of the
well is subtracted.

Using the general formula for a cylindrical volume and substituting Eq. 5.19 in
Eq. 5.25, we get

m =
2

r2
e − r2

w

∫ re

rw

(a ln r + b)rdr,

=
2

r2
e − r2

w

[
r2
e

2
(me −mw) +

(
r2
e

2
− r2

w

2

)(
mw −

a

2

)]
. (5.26)

When re � rw, as often is the case, the average pseudo-pressure is

m ' (me −mw) + (mw − a/2),

= a

(
ln
re
rw
− 1

2

)
+mw, (5.27)

In comparing Eq. 5.20 with the above equation, we see that when the average pseudo-
pressure m is substituted in the nominator in Eq. 5.20, the denominator is subtracted
by 1/2, and the constant a is written

a =
m−mw

ln(re/rw)− 1/2
, (5.28)

From Eq. 5.23, we get the steady-state �ow rate at standard conditions as,

qsc =
2πhk

(µB)r

m−mw

ln(re/rw)− 1/2
. (5.29)

Alternatively the average pseudo-pressure is given by

m−mw =
qsc(µB)r

2πhk

(
ln
re
rw
− 1

2

)
. (5.30)

5.2 Semi Steady-State Radial Flow

As stated in the introduction: - after a rather short period with production from an
"in�nite acting" reservoir, well production enters the semi steady-state period. In this
period, well production is generally in�uenced by reservoir boundaries such as lateral
extension, the presence of neighboring wells, faults or sands thinning out.

In this period, the mean pressure will decrease due to underground withdrawal of
gas form a �nite reservoir gas volume. The steady-state pressure pro�le is considered to
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remain constant throughout this period, although the pressure at any location (radius
position) in the reservoir is decreasing according to the declining average pressure.

At various advancing times, the pressure distribution in the reservoir could be repre-
sented by di�erent pressure pro�les, as depicted in Figure 5.3. The draw-down pressure
pro�les (at constant well production) are all assumed to have the same radial form.
That is, - the rate of pressure change is constant at any point (radial positions) in
the reservoir. If we convert to pseudo-pressure, we may translate this behavior into a
mathematical form, by saying ∂m(r)/∂t= constant. This is clearly seen in Figure 5.3,
as the "copying" e�ect, where all pressure pro�les are identical, only slightly displaced
downwards along the pressure axis.

p
e

r
w

r
e

Figure 5.3: Semi steady-state pressure pro�les.

As a result of a constant pressure pro�le, the di�usivity equation (see next section
for a general treatment, i.e. the non-steady state) is time independent and equal to a
constant (K1), i.e.

1

r

∂

∂r

(
r
∂m

∂r

)
= K1, (5.31)

where the equation above is identical to Laplace's equation in Eq. 5.18, except for the
constant K1.

Integration of Eq. 5.31 gives,

r
∂m

∂r
=

1

2
K1r

2 +K2, (5.32)

where K2 is also a constant.

The boundary conditions in the semi steady-state period are given by the gas rate
qsc(µB)r in the well and the constant pressure pro�le at the outer limit of the reservoir.
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Boundary condition in the well:(
r
∂m

∂r

)
r=rw

=
qsc(µB)r

2πhk
, (5.33)

where the above equation states that the well rate is constant and independent of
radial dimension.

Boundary condition at outer limit:(
r
∂m

∂r

)
r=re

= 0, (5.34)

where the pressure gradient is zero at the outer boundary.

Substitution of the boundary conditions, Eqs. 5.33 and 5.34 in Eq. 5.32, gives the
two constants K1 and K2. Further integration of Eq. 5.32 yields the pseudo pressure

m(r) = m(rw) +
qsc(µB)r

2πhk

(
ln

r

rw
− 1

2

r2 − r2
w

r2
e

)
. (5.35)

The mean pseudo-pressure in the semi steady-state case is found, as previously done
by applying the averaging as in Eq. 5.25. By integration and we �nd,

m = m(rw) +
qsc(µB)r

2πhk

(
ln
re
rw
− 3

4

)
, (5.36)

where the assumption rw/re ∼ 0 has been used.
Observe that the constant introduced by averaging of the semi steady-state equation,

de�ned by Eq. 5.36 is 3/4 and di�erent from the constant of 1/2 derived previously for
the steady-state case.

5.2.1 Well skin factor

In order to prevent reservoir �uids from entering the well-bore while drilling, highly
pressurized drilling �uids are used in stabilizing the drilling process. Particles suspended
in these drilling �uids may normally penetrate the well-bore surface and partly plug the
near-well region and thus reduce reservoir permeability in the vicinity of the well-bore.
As a result of this process, a damaged zone near the well, a skin zone, is often created.
The existence of such a skin zone will therefore lead to increased pressure drop compared
to a non-damaged reservoir [16].

The e�ect of the mechanical well-bore skin, as depicted in Figure 5.4, is to reduce
(when S > 0) the bottom-hole pressure, pbh, relative to the ideal or non-skin pressure,
p(rw).

In the case of negative skin (when S < 0), the well may have experienced a reduced
pressure drop in the skin zone due to an increase in near-well permeability. Improved
permeability could be caused by hydraulic fracturing or acidization of the near-well
zone.

The fact that the near well volume is quite often impaired due to well operations
or as part of the drilling process, will result in a skin zone with increased or reduced
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Skin zone

P

rw rs

Figure 5.4: Well-bore skin pressure pro�les.

permeability. This situation is formally handled by introducing a mechanical skin factor
S which is generally de�ned as the skin resistance in the well-bore.

In terms of pseudo pressures, the well skin factor introduced by by van Everdin-
gen [20], is therefore a dimensionless number proportional to the di�erence between
well-bore pressure and bottom-hole pressure: m(rw)−mbh.

mw −mbh =
qsc(µB)r

2πhk
S, (5.37)

where mw = m(rw) is the pseudo pressure in the case of no skin (S = 0), - considered
to be an idealized pressure in the well as represented in Eq. 5.36. While on the other
hand, the bottom-hole pseudo pressure, mbh, is the actual well pressure including skin
e�ects.

Introducing the well-bore pseudo pressure from Eq. 5.37 into equation Eq. 5.35, we
get

m = mbh +
qsc(µB)r

2πhk

(
ln
re
rw
− 3

4
+ S

)
. (5.38)

or alternatively

qsc =
2πhk

(µB)r

m−mbh

ln(re/rw)− 3/4 + S
, (5.39)

Eqs. 5.38 and 5.39 are the semi steady-state pseudo-pressure equations de�ned for
a cylindrical reservoir at constant thickness, when mechanical skin is included.
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5.2.2 Non-Darcy Flow

Darcy's Law is valid for �uid �ow in the reservoir at low to moderate �ow rates, where
the inertial e�ects can be considered negligible. Because of low viscosity and high
mobility of gases, gas �ow velocities can be quite high, in particular in the vicinity of
the well, where the pressure gradient is highest, see Figure 5.5. Under these conditions,
inertial forces can cause a departure from the linear trend between �ow velocity and
pressure drop, as described by Darcy's Law. This nonlinearity at high velocity gas �ow
is modeled by a Forchheimer-type equation [14],

−∇p =
µ

k
~u + βρ~u|~u|︸ ︷︷ ︸

non linear term

, (5.40)

where β is the high velocity turbulent term, ρ is the gas density and k and µ are the
permeability and viscosity, respectively. u is the gas �ow velocity.

The non-linearity, as presented in the Forchheimer equation above, can be repre-
sented in the Darcy's law as we know it from before [11], where we write

~u = −k
µ
δ∇p, (5.41)

where the correction term for inertial forces (turbulence) is given by δ, de�ned by,

δ =
1

1 + β
ρ|~u|k
µ

. (5.42)

δ in Eq. 5.42 depends on the magnitude of the �ow velocity. At low �ow velocities, δ
becomes unity and Forchheimer's Law becomes equal to Darcy's Law. For high velocities
δ becomes less than 1, as depicted in Figure 5.5.

Figure 5.5: The Forchheimer's equation is applied in the vicinity of the well-bore and
is valid for higher gas �ow velocities.

Combining the Forchheimer equation Eq. 5.41 and the mass conservation Eq. 5.2,
we get the equation
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∇ ·
(
ρ
k

µ
δ∇p

)
= 0. (5.43)

Using Kirchho�'s transformation, Eq. 5.4, once more, we obtain a modi�ed Laplace
equation for non-linear and turbulent gas �ow

∇ · (δ∇m) = 0. (5.44)

Since the non-Darcy correction factor depends on |~u| and thus on an unknown
pressure distribution, Eq. 5.44 is non-linear and can in general not be solved analytically.

5.2.3 Correction for Turbulent Radial Flow

Gas �ow velocities increase drastically towards the wells. As a consequence, non-Darcy
e�ect is primarily located in the vicinity of the well where gas �ow patterns are radial.
Fig. 5.6 shows the pore velocity �eld in the radius-pressure plane, for a cylindrical
geometry [18]. In accordance with the �gure, the lowest �ow velocity vg,pore = 0.1
m/day, is found at the reservoir outer boundary and at initial pressure. The highest pore
velocity is approximately equal to 6500 m/day, and is observed in the close vicinity of
the well at minimum bottom-hole pressure. As observed in the �gure, the pore velocity
is increasing as the gas moves close to the well-bore for all pressures, but the highest
pore velocities are found at the lowest reservoir pressures. The pore velocity is thus
increasing as pressure is decreasing.

Therefore a good approximation of the overall non-Darcy �ow e�ect, as presented
in Eq. 5.44, can be obtained by solving the special case of radial �ow close to the well.
Expressed in radial co-ordinates, using Kirchho�'s transformation and the Forchheimer
equation, we get

dm

dr
=

(µB)r
µB

dp

dr
=

(µB)r
µB

(µ
k
u+ βρu2

)
= (µB)r

(
u

kB
+ β

ρu2

µB

)
, (5.45)

where Eq. 5.40 has been used.

Under steady-state radial �ow conditions the �ow rate at standard conditions is
constant and we write

qsc =
q

B
=

2πrhu

B
⇒ u =

B

2πrh
qsc, (5.46)

where u is the radial �ow velocity in the reservoir close to the well at radial position r.

Combining Eqs. 5.45 and 5.46 we get

dm

dr
= (µB)r

(
qsc

2πrkh
+ β

ρB

µ4π2r2h2
q2
sc

)
. (5.47)

Reorganizing Eq. 5.47 with the intention of integrating from the well and outwards
in the reservoir, we write



148 CHAPTER 5. RESERVOIR GAS FLOW

Figure 5.6: Gas �ow pore velocity as function of reservoir radius and pressure.

dm

dr
= (µB)r

 qsc
2πkh︸ ︷︷ ︸
Darcy

1

r
+

β

4π2h2

ρB

µr2︸ ︷︷ ︸
non-Darcy

q2
sc

 . (5.48)

The ordinary Darcy term as we know it from before, represents the Darcy �ow.
The non-Darcy factor represents the e�ect of inertial forces. Integration of the Darcy
term from the well to the outer boundary yields the pseudo-pressure drop as we know
it from previous calculations, see Eq. 5.24. Integrating the non-Darcy term introduces
an integral term and adding the two terms, we get

∆m = me −mw = (µB)r

[
qsc

2πkh
ln
re
rw

+ β
( qsc

2πh

)2
∫ re

rw

ρB

µr2
dr

]
, (5.49)

where ρB = ρB(p(r)) and µ = µ(p(r)) are both functions indirectly dependent of the
integration parameter r. Here the pressure p, is increasing with radius distance from
the well.
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The integral in Eq. 5.49 is taken between the limits de�ned by the well radius rw
and the outer boundary radius re. The main contribution to this integral comes from
the volume in immediate vicinity of the well-bore where the integrand (1/r2) is large.
For radial distances further away from the well-bore, the term above will become very
small and consequently the contribution under the integrating equally small. We may
therefore assume that all the contribution under the integration comes from the close
vicinity of the well-bore. If we in addition assume the function ρB/µ to be near constant
in this range, we �nd

∆m = (µB)r

[
qsc

2πkh
ln
re
rw

+ β
( qsc

2πh

)2 ρB

µ

(
1

rw
− 1

re

)]
, (5.50)

and when rw � re we may write

∆m =
qsc(µB)r

2πkh

ln
re
rw

+ qsc
β

2πh

kρB

µ

1

rw︸ ︷︷ ︸
D

 , (5.51)

where D is de�ned as the non-Darcy factor,

D = β
1

2πh

kρB

µ

1

rw
.

In analogy with the introduction of the average pressure and the case of well-bore
skin, we can introduce a non-Dracy skin factor SnD = qscD and write the pseudo-
pressure equation for non-Darcy �ow on the form

me −mw =
qsc(µB)r

2πhk

(
ln
re
rw

+ SnD

)
. (5.52)

Eq. 5.52 is an implicit equation, where the inertial e�ects manifests it self as an
additional �ow resistance in close analogy to the well-bore skin as we know it from
before.

The non-Darcy �ow e�ect can therefore be added to the general steady-state �ow
equation, Eq. 5.38, simply by adding the non-Darcy skin factor. The general semi
steady-state �ow equation is therefore written

m−mbh =
qsc(µB)r

2πhk

ln
re
rw
− 3

4︸︷︷︸
p

+ S︸︷︷︸
skin

+ SnD︸︷︷︸
non-Darcy

 , (5.53)

where the 3/4-term is related to the average reservoir pressure, the S-term is the me-
chanical well-bore skin factor and the SnD-term is a non-Darcy skin factor.

Example: Integration Parameters, ρB/µ

In deriving Eq. 5.50 we assumed that the contribution from the term ρB/µ
is small under integration from the well-bore to the outer boundary of the
reservoir, i.e. that the change in ρB/µ is small under integration.
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All three parameters are pressure dependent, as shown in Table 5.2 and
thus in-directly dependent on the radial distance from the well-bore. The
1/r2 term in Eq. 5.49 quenches the importance of the function ρB/µ, away
from the well-bore and thus enhances the importance of this function close
to the well.

From initial production to abandonment of the well, the absolute pres-
sure will change in the vicinity of the well, from high to low. In order
to verify the assumption made in Eq. 5.50, we need to check the pressure
dependence of ρB/µ in the whole pressure range.

Table 5.2: Parameters from Sleipner Vest gas.
p [bar] µ [mPas] Bg [Rm3/Sm3] ρ [g/cm3] ρB/µ

40 0.0129 0.0337 0.0310 0.0808
60 0.0140 0.0221 0.0470 0.0743
100 0.0159 0.0129 0.0810 0.0655
140 0.0181 0.0090 0.1170 0.0586
200 0.0219 0.0064 0.1710 0.0498
260 0.0263 0.0051 0.2210 0.0428
300 0.0293 0.0046 0.2510 0.0392
350 0.0331 0.0041 0.2820 0.0353
430 0.0388 0.0037 0.3250 0.0308

Part of the data presented in Table 5.2, has previously been presented
in Table 3.3 and Table 5.1.

Figure 5.7 shows the pressure dependence of the term ρB/µ in Eq. 5.49.
The change in absolute values as function of pressure is small and the overall
change for the whole pressure range is not more than a factor of about two.
The error introduced by assuming ρB/µ being constant under integration
of Eq. 5.49 is thus not negligible and should be corrected for. As part of the
iteration procedure, the constant D in Eq. 5.52 should therefore be updated
relative to varying pressure. The implementation of such corrections is easily
done.

.

5.3 The General Non-Steady-State Flow Solution

We shall now address the more general case of non-steady-state, also known as tran-
sient �ow. The general gas �ow equation is derived using Darcy's law and the mass
conservation law, as before, but in addition an accumulation term is included,

∂

∂t
(φρ)︸ ︷︷ ︸

accumulation

+∇ · (ρ~u)︸ ︷︷ ︸
�ux

= 0, (5.54)

where φ is the average porosity, ρ is the gas density and ~u is the gas �ow velocity.
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Figure 5.7: The term ρB/µ as function of pressure.

Assuming constant porosity and using an alternative de�nition of gas compressibility
Eq. 3.97, namely c = (1/ρ)(∂ρ/∂p), we may write the accumulation term as follows

∂

∂t
(φρ) = φ

∂ρ

∂p

∂p

∂t
= φρc

∂p

∂t
, (5.55)

where φ is kept constant.
Substituting for the Darcy's Law and including non-Darcy �ow as in Eq. 5.41, we

may substitute Eq. 5.55 into Eq. 5.54 and arrive at the following di�erential equation
for the pressure p.

φρc
∂p

∂t
−∇

(
ρ
kδ

µ
∇p
)

= 0, (5.56)

where the minus sign in the equation above comes from the de�nition of Darcy's Law.
Eq. 5.56 can be made more linear by means of the Kirchho�'s transformation and

we may write

∂p

∂t
=

∂p

∂m

∂m

∂t
=

(ρ/µ)r
ρ/µ

∂m

∂t
or (5.57)

∂p

∂t
=

µB

(µB)r

∂m

∂t
,

which is then substituted in to Eq. 5.56, arriving at the equation

∂m

∂t
− k

φcµ︸︷︷︸
Dh

∇ · (δ∇m) = 0, (5.58)

where the permeability k is considered to be constant. The term Dh = k/(φcµ) is called
the hydraulic di�usivity and we can write
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∂m

∂t
−Dh∇ · (δ∇m) = 0. (5.59)

Eq. 5.59 is the general �ow equation for transient gas �ow in porous media. Despite
the transformation into pseudo-pressure, Eq. 5.59 is still non-linear, thus less non-linear
than the �ow equation in terms of real pressures, as compared to Eq. 5.56. The non-
linearity of Eq. 5.59 is caused by the non-Darcy e�ect and the hydraulic di�usivity,
where

δ: represents the non-Darcy e�ect and is a function of pressure; δ(p).

Dh: represents the hydraulic di�usivity, where Dh is indirectly pressure dependent
through viscosity and compressibility; Dh(µ(p), c(p)).

Eq. 5.59 is the basic equation for mathematical simulation of single gas �ow, where
the hydraulic di�usivity is assumed to be constant. In this case, Eq. 5.59 reduces to
a linear di�usivity equation, having a solution which is also applicable for many other
physical problems. The di�usivity equation, Eq. 5.59, describes the transient �ow of
gas in porous media.

Note that the non-Darcy correction factor δ in Eq. 5.59 can be handled similarly as
in the case of steady-state �ow, i.e. by simply adding a non-Darcy skin factor SnD to
the �nal solution of the following equation

∂m

∂t
−Dh∇ · (∇m) = 0. (5.60)

Eq. 5.60 is the di�usivity equation to be solved for radial �ow and constant terminal
rate.

Example: The hydraulic di�usivity factor

The hydraulic di�usivity factor

Dh =
k

φcµ

is de�ned as a function of viscosity and compressibility, both functions of
pressure. Additionally, both permeability and porosity are considered as
constants even though they may change throughout the reservoir.

The pressure dependence of Dh can be checked by investigating the pres-
sure dependence of (µc)−1, as shown in Table 5.3. The data shown in the
table is partly taken form Table 5.2, in the case of viscosity and for the
compressibility, where the reciprocal pressure is used c ' p−1.

The relative hydraulic di�usivity parameter is then de�ned

Dh

Dh(p = 40 bar)
=

(µc)p=40 bar

µc

Figure 5.8 shows the relative hydraulic di�usivity as function of pressure.
The plot shows that even though the hydraulic di�usivity is not constant,
the relative change as function of pressure is quite small.
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Table 5.3: Data describing the pressure dependence of Dh.
p [bar] µ [mPas] c ' 1/p [bar−1] 1/(µc) Dh/Dh(p = 40 bar)

40 0.0129 0.0250 3093 1.00
60 0.0140 0.0167 4301 1.39
100 0.0159 0.0100 6289 2.03
140 0.0181 0.0071 7751 2.50
200 0.0219 0.0050 9140 2.95
260 0.0263 0.0038 9893 3.19
300 0.0293 0.0033 10230 3.30
350 0.0331 0.0029 10580 3.42
430 0.0388 0.0023 11070 3.58

Figure 5.8: Relative hydraulic di�usivity as function of pressure.

As in the previous example, considering the term ρB/µ under integration
from the well-bore to the outer boundary of the reservoir, the hydraulic
di�usivity Dh should be updated as part of the normal iteration procedure
when numerically simulation of transient �ow is performed.

.

5.3.1 Radial Flow at Constant Terminal Rate

The analytical solution for radial �ow at constant terminal rate, describes the pressure
distribution in a �nite cylindrical reservoir. The reservoir is produced at constant surface
�ow rate, from a well placed in the center of a closed cylindrical reservoir. The reservoir
has a constant thickness and a uniform distribution of porosity and permeability. The
well is perforated along the full thickness of the reservoir, leading the �uid �ow to be
horizontal and radial.
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Under these conditions the most important reservoir dimensions are the circular
area A and the thickness h of the reservoir. Employing cylindrical co-ordinates, we may
write Eq. 5.60 on the following form

1

Dh

∂m

∂t
− 1

r

∂

∂r

(
r
∂m

∂r

)
= 0. (5.61)

where the hydraulic di�usivity Dh is considered to be constant. Note also that the
non-Darcy correction factor δ has simply been removed from Eq. 5.60, since we have
shown that the non-Darcy e�ect can be represented by a non-Darcy skin factor SnD in
the �nal solution.

The general solution of the radial di�usivity equation Eq. 5.61, which was presented
by Hurst and van Everdingen in 1949 [13], involves rather complex mathematical treat-
ment and the solution involves a summation of an in�nite series of Bessel functions. Its
derivation is thus beyond the scope of this text.

One of the results from this analysis is the observation that the general solution is
characterized by three di�erent production periods; one in�nite-acting period, one late
transient period and one semi steady-state period, as depicted in Figure 5.9. The late
transient period, i.e. the intermediate period, is normally considered to be rather short
and can therefore be disregarded, in particular in the case of cylindrical symmetry. For
a more complete description of these solutions and their interpretation, see the book of
Dake [4].

Figure 5.9: Production periods for radial �ow at constant terminal rate.

The general equation contains both the time independent solution, i.e. the semi
steady-state solution, which we already have derived in the previous sections of this
chapter. In addition, a time dependent solution of Eq. 5.61 exist, valid in the in�nite-
acting period.

5.3.2 In�nite-Acting Period

The in�nite-acting �ow period can be approximately described by the so-called line-
source solution. This solution satis�es Eq. 5.61 for the special case of a vanishing
well-bore radius (rw → 0). The assumption of a vanishing well radius is justi�ed when
applying the solution of Eq. 5.61 to an apparently in�nite reservoir.

At constant terminal rate, we have the following boundary solution in the vanishing
well
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lim
r→o

r
∂m

∂r
=
qsc(µB)r

2πkh
, (5.62)

which is the boundary solution, Eq. 5.33, previously seen to be valid in the well.

The di�usivity equation, Eq. 5.61 is a di�erential equation in both time and radius.
A simpli�cation of this equation, reducing the number of variables from two to one,
involves a version of the Boltzman substitution. The new variable y = r2/(4Dht),
reduces Eq. 5.61 to

y
∂m

∂y
+

∂

∂y

(
y
∂m

∂y

)
= 0. (5.63)

Eq. 5.63 is solved by double integration and evaluated using the boundary condition,
Eq. 5.62. The �nal solution is then written

mi −m(r, t) =
qsc(µB)r

2πhk

(
−1

2
Ei

(
− r2

4Dht

))
, (5.64)

where mi is the initial reservoir pseudo-pressure and m(r, t) is the pseudo-pressure at
radial position r and time t. The function Ei is called the Exponential integral function.
This function is quite often presented in the form of a table: (Ei(x), x) and can be found
in most tables of �mathematical data� [8].

In this context, we are primarily interested in the well-bore pressure, where r = rw.
For variables in Eq. 5.64, where r2/(4Dht) < 0.01, an approximation of the solution of
Eq. 5.64 is given by

mi −m(rw, t) =
qsc(µB)r

2πhk

1

2

(
ln

(
4Dht

r2
w

)
− γ
)
, (5.65)

where γ = 0.577215 is the Euler constant.

Including the well-bore skin S, the non-Darcy e�ect and using the non-Darcy skin
factor SnD, - the general approximate pressure solution for radial �ow, valid in the
in�nite acting period is thus written

mi −mbh(t) =
qsc(µB)r

2πhk

1

2

[
ln(t) + ln

(
Dh

r2
w

)
+ 0.80907 + 2(S + SnD)

]
, (5.66)

where the new numeric factor 0.80907 = ln(4)− γ.

Example: Approximation of The Exponential Integral Function

The exponential integral function is de�ned by

−Ei(−x) =

∫ ∞
x

e−s

s
ds.

For small values x < 0.01, an approximation −Ei(−x) ' − lnx− γ can
be used. The question is therefore, - at which time interval, after start-up
of well production, will the approximation be valid (?) .
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In order for the approximation to be valid, the following in-equality has
to be satis�ed

r2
w

4Dht
< 0.01,

where the hydraulic di�usivity is Dh = k/(φµc).

If we choose the following set of "typical" reservoir - and �uid parameters

k = 100 mD φ = 0.25 rw = 15 cm
µ = 0.04 mPa s c = 0.02 bar−1

we can write the in-equality

t >
1

0.01

r2
wφµc

4k
=

1

0.01

(0.15)2 · 0.25 · 0.04 · 10−3 · 0.02 · 10−5

4 · 100 · 10−3 · 0.987 · 10−12
= 11.4

The above pressure approximation in the well-bore is valid for times
greater than 12 seconds, which in practical terms expand the whole in�nite-
acting period.

.

5.4 The Late Transition Period

As depicted in Figure 5.9, there exist an intermediate period between the in�nite- and
the semi steady-state period. This is the time in the history of the production from
a gas reservoir where the pressure wave information from the well has just reached
the nearest boundary of the reservoir. In the case of a cylindrical reservoir with the
well at the center, this time would be the time when the pressure wave reaches the
outer peripheral. In a rectangular shaped reservoir with the well at the center, the
late transition period is de�ned by the di�erent times encountered by the arrival of the
pressure wave at the two boundary surfaces.

For a cylindrical reservoir with the well at the center, the late transition time is
uniquely de�ned as the time when the in�nite-acting period stops and the semi steady-
state starts. Eq. 5.65 de�nes the in�nite-acting pressure solution, while Eq. 5.53 repre-
sents the semi steady-state solution.

Since the time dependance in Eq. 5.53 is contained in the average pseudo-pressure
function, m, we have �rst to rede�ne the time dependence in the semi steady-state
pressure solution.

5.4.1 Time Dependent Semi Steady-State Solution

The solution of semi steady-state �ow is characterized by a closed and �nite reservoir
as presented in Eq. 5.53.

In the semi steady-state period the pressure wave has already reached the outer
boundary and the pressure pro�le is well established. Further reservoir pressure decline
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in the semi steady-state period is assumed to take place as illustrated in Figure 5.10,
as shown for the pressure pro�les 4 and 5.

Figure 5.10: Reservoir pressure decline in the semi steady-state period.

Figure 5.10 shows an idealized picture of the pressure pro�les in a reservoir after
a certain time, at constant rate production. Curve 1 and 2 are two pressure pro�les
taken from the in�nite-acting period. At this early time in the production history of the
reservoir, the pressure wave has not yet reached the outer boundary of the reservoir.
Pressure curve 3 shows the pressure pro�le at the transition time. At this time the
pressure pro�le changes from the in�nite-acting period to the semi steady-state period.
From this point in time and onwards the pressure pro�le in the reservoir preserves
a constant form while the absolute pressure is decreasing equally much for all radial
positions. Pressure curve 4 and 5 have identical form or pro�le and have a constant
pressure di�erence for all radial positions.

In the semi steady-state period the average pressure in the reservoir will decrease
with time at constant terminal rate. The primary drive-mechanism is gas compress-
ibility and the gas �ow rate is therefore a function of the gas compressibility c =
−(1/V )(dV/dp). The average pressure decline in the reservoir can thus be expressed as
function of the gas compressibility,

dp

dt
= − 1

cV

dV

dt
= − 1

cV
q = −qscB

cV
, (5.67)

where q is the reservoir �ow rate, V is the reservoir volume of gas and B is the gas
volume factor.

Integration of Eq. 5.67 yields∫ p

pi

dp = −
∫ t

0

qscB

cV
dt ⇒ p− pi = −qscB

cV
t, (5.68)

where p is the average reservoir pressure.
Substituting for the reservoir volume V = π(r2

e−r2
w)hφ and using Kirchho�'s trans-

formation, Eq. 5.68 is written (where rw � re)
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mi −m =
qsc(µB)r
µcπr2

ehφ
· t =

qsc(µB)r
2πhk

2k

φµcr2
e

· t =
qsc(µB)r

2πhk

2Dh

r2
e

· t, (5.69)

where Dh is the well known hydraulic di�usivity.
Combining the semi steady-state equation Eq. 5.69 and the steady-state �ow equa-

tion Eq. 5.53, we arrive at the time dependent semi steady-state �ow solution,

mi −mbh =
qsc(µB)r

2πhk

[
2Dh

r2
e

t+ ln(re/rw)− 3

4
+ S + SnD

]
. (5.70)

5.4.2 In�nite-Acting - to Semi Steady-State Period

The duration of the in�nite-acting period, illustrated by the pressure curves 1 and 2 in
Figure 5.10, and the start-up of the semi steady-state period, curve 3, can be estimated
from the radial �ow equations Eqs. 5.66 and 5.70. The two pressure solutions are
written,

In�nite-acting period:

(mi −mbh)IA =
qsc(µB)r

2πhk

1

2

[
ln(t) + ln

(
Dh

r2
w

)
+ 0.80907 + 2(S + SnD)

]
. (5.71)

Semi steady-state period:

(mi −mbh)SSS =
qsc(µB)r

2πhk

[
2Dh

r2
e

t+ ln(re/rw)− 3

4
+ S + SnD

]
, (5.72)

The in�nite-acting pressure di�erence is proportional to the logarithm of the time,
i.e. (mi −mbh)IA ∝ ln(t), while in the case of the semi steady-state period the pseudo-
pressure di�erence is directly proportional to time, i.e. (mi −mbh)SSS ∝ t.
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Figure 5.11: Transition time between in�nite-acting - and semi steady-state periods.
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Figure 5.11 shows the two pressure solutions as function time. The plotted data
represent the reduced pseudo-pressure, i.e. the function: (mi −mbh)/(qsc(µB)r/2πhk)
on the y-axis and time in days on the x-axis. The data used in the plot is identical with
the data in the example below. The plot shows the characteristic pressure behavior
in the two periods. At early times, in the in�nite-acting period, the pseudo-pressure
di�erence will increase as the logarithm of time compared to a linear increase with time
as the reservoir progresses into the semi steady-state period. The transition time is
therefore de�ned as the Start of the Semi steady-state period tSS and can be de�ned
as the time where the distance between the two pseudo-pressure curves in Figure 5.11
has its minimum. In mathematical terms, we write

d

dt
|(mi −mbh)SSS − (mi −mbh)IA| = 0. (5.73)

Substituting for Eqs. 5.71 and 5.72 in Eq. 5.73, we arrive at a transition time

tSS =
r2
e

4Dh
. (5.74)

In practical terms we may use the transition time tSS as the time-marker for switch-
ing form the in�nite-acting solution to the semi steady-state pressure solution.

Example: Start Semi Steady-State Period

We have seen above that the in�nite-acting period commences shortly after
the start-up of well production. A natural question is therefore; for how long
time will this period last and when could we expect the semi steady-state
period to start?

If we choose the same reservoir and �uid data as in the example on
page 155 and add a �typical� outer radius re = 700m, we may use the
following data

k = 100 mD φ = 0.25 rw = 15 cm
µ = 0.04 mPas c = 0.02 bar−1 re = 700 m

The transition time tSS is calculated as follows

tSS =
r2
e

4Dh
=
r2
eφµc

4k

and

tSS =
(700)2m2 · 0.25 · 0.04mPas · 0.02 bar−1

4 · 100mD
= 2482269 s ' 29 days.

The time of start semi steady-state as found above is in total agreement
with what is presented in the Figure 5.11, as the same data was used. From
Eq. 5.74 we see that tSS is increasing as reservoir permeability is decreasing
and reservoir size (volume) is increasing.

.
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The de�nition of a start semi steady-state, Eq. 5.74, is valid for a cylindrical reservoir
with the well at the center. Since most reservoirs are neither cylindrical nor have their
wells at the center, we realize there are limitations to the usefulness of Eq. 5.74.

A rectangular reservoir with the well at the center, as depicted in Figure 5.12, is
de�ned by two sides, S1 and S2, where S1 > S2. In this situation we would expect
the the in�nite acting period to end when the pressure wave has reached the nearest
boundary (longest side S1) and the semi steady-state period to start when the pressure
wave has reached the outer boundary (shortest side S2).

S1

S2

rapp

Figure 5.12: Rectangular shaped reservoir and corresponding appearing reservoir.

As seen from Figure 5.12, the start semi steady-state time does not coincide with
the end of in�nite acting period and Eq. 5.74 does not apply directly. However, we
may introduce an appearing reservoir area of cylindrical shape, where the two areas are
identical. Under these circumstances, an appearing radius can be de�ned,

rapp =

√
A

π
, (5.75)

where the drainage area A = S1S2. Then, tSS(r = rapp) will represent the time sym-
bolizing the end of in�nite acting period and the start of semi steady-state period.

m - mi bh

(m - m  )i bh IA

(m - m  )i bh SSS

Data points

tss t

Figure 5.13: Late transition time between in�nite acting period and semi steady-state
period for a rectangular shaped reservoir with the well at the center.
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Figure 5.13 depicts the late transition period as the time between the end of the
in�nite acting period and the start of the semi steady-state period. The start of semi
steady-state time tSS is here de�ned in correspondence to an appearing reservoir, as
de�ned above.

5.5 Radial Flow Equations

As already stated above, - the general shape of reservoirs are neither cylindrical nor is
the well centered. On the other hand is the assumption of cylindrical symmetry and
centered well position, valid to a surprisingly high degree of accuracy in many real �eld
examples.

The in�nite acting pressure solution is, as can readily be expected, quite independent
of the outer boundary conditions and the location of the well. In this rather short time
period, the well response is totally dependent of the near well region.

The semi steady-state solution, on the other hand, is quite dependent on the outer
boundaries such as reservoir extension, well locations and inter well interference. Un-
der these conditions, non-radial �ow behavior occur and a certain modi�cation of the
pseudo-pressure solution is necessary.

5.5.1 Non-Radial Reservoir Flow

The shape of the reservoir area and the location of the well are rarely symmetrical
as in our radial �ow model. Production from non-radial shaped reservoirs where the
well is o�-center will however in principle show the same characteristics with respect to
pressure behavior, as is the case above. It is clear that a non-radial shaped reservoir or
a cylindrical reservoir with the well o�-centered will observe di�erent transition periods
compare to the radial �ow model. Generally the transition period will be longer and the
transition times de�ned by end of in�nite-acting period and the start of semi steady-
state period will be more dubious. The pressure development within the two periods are,
on the other hand, expected to be unchanged and thus the pressure solutions derived
are valid also for non-radial �ow.

The signi�cance of non-cylindrical reservoir geometry has been considered for various
examples and a general shape factor is introduced to compensate the non-ideal reservoir
shape. The substitution done is relative to a cylindrical reservoir with a centered well.
The substitution done for non-radial �ow is a modi�cation which only concerns the semi
steady-state �ow solution, since the pressure development per de�nition will proceed
una�ected by any outer boundary conditions in the in�nite-acting period.

The modi�cation proposed by Dietz is related to the ln(re/rw) term in Eq. 5.72 and
is written

ln

(
re
rw

)
− 3

4
⇒ 1

2
ln

(
4A

eγCAr2
w

)
, (5.76)

where A is the top - or surface area of the reservoir and CA is the Dietz shape factor.
γ is the Euler constant. Alternatively, as suggested by Fetkovitch and Vienot, the
modi�cation for non-radial �ow could also be introduced as a skin factor SCA, de�ned
as
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SCA =
1

2
ln

(
4π

eγCA

)
. (5.77)

Various shape factors and skin shape factors are presented in Figure 5.14.

Example: Dietz Shape-factor and Shape-factor Skin

A shape-factor CA and a shape-factor skin SCA were introduced in the text
above without revealing the true motivation for such an action. The Dietz
shape factor or drainage shape factor has its origin in the �eld of pressure
analysis, i.e. see the book of Dake (section 7.6) [4].

In what is know as MBH (Matthews, Brons and Hazebroek) pressure
buildup theory, various charts are displaying the di�erent geometries and
di�erent asymmetries of the producing well with respect to the no-�ow
boundary. The Dietz shape-factor or more correctly the logarithm of the
shape-factor, ln(CA), can be determined simply by letting a dimensionless
time function tDA = 1 in the dimensionless semi steady-state �ow equation.
The derivation of these shape-factors goes beyond the scope of this text, but
interested readers are referred to the reference above.

The purpose of the Dietz shape-factor, as presented in this text, is to
extend the semi steady-state pressure solution, Eq. 5.72, to cases of non-
cylindrical reservoir shapes and asymmetric well locations. In doing so, we
may put forward the following rather tenuous argumentation.

We start this generalization with the following terms from Eq. 5.72,

ln

(
re
rw

)
− 3

4
=

1

2

(
ln
r2
e

r2
w

− ln e3/2

)
=

1

2
ln

πr2
e

πe3/2r2
w

=
1

2
ln

4A

4πe3/2r2
w

=
1

2
ln

4A

eγ31.62r2
w

=
1

2
ln

4A

eγCAr2
w

,

where A is the reservoir drainage area, γ the Euler constant and CA the Dietz
shape-factor. The above deduction is valid for a cylindrical reservoirA = πr2

e

with the well at the center. Then the Dietz shape-factor is CA = 31.62.
What Dietz actually showed in his theory was that a generalization of the
semi steady-state equation to di�erent geometries and well locations is made
possible by de�ning the drainage area and a new shape-factor characteristic
for the reservoir at hand. This modi�es the semi steady-state �ow equation,
Eq. 5.72, and we get



5.5. RADIAL FLOW EQUATIONS 163

Figure 5.14: Dietz shape-factors and skin shape factors. (In part after J.Hagoort,
Fundamentals of gas reservoir engineering.)

(mi −mbh)SSS =
qsc(µB)r

2πhk

(
2Dh

r2
e

t+
1

2
ln

4A

eγCAr2
w

+ S + SnD

)
, (5.78)
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If we use the de�nition of the apparent reservoir radius in Eq. 5.75, we
may substitute the drainage area A in the above equation with the this
radius,

1

2
ln

4A

eγCAr2
w

= ln
rapp
rw

+
1

2
ln

4π

eγCA
,

where the last term is called the Shape-factor skin,

SCA =
1

2
ln

4π

eγCA
.

The semi steady-state �ow equation can now be written,

(mi −mbh)SSS =
qsc(µB)r

2πhk

(
2Dh

r2
e

t+ ln
rapp
rw

+ SCA + S + SnD

)
. (5.79)

.

5.5.2 Flow Equations

The radial �ow solution include two equations, the in�nite-acting solution Eq. 5.71 and
the semi steady-state solution Eq. 5.72, modi�ed by the non-radial �ow correction, given
by Eq. 5.76.

The two pressure solutions are the written,

In�nite acting period

mi −mbh =
qsc(µB)r

2πhk

1

2

[
ln(t) + ln

(
Dh

r2
w

)
+ 0.80907 + 2(S + SnD)

]
, (5.80)

which can be written in a more compact form

mi −mbh =
qsc(µB)r

2πhk

1

2

[
ln

(
4Dh

eγr2
w

t

)
+ 2(S + SnD)

]
, (5.81)

Semi steady state period

mi −mbh =
qsc(µB)r

2πhk

[
2Dh

r2
e

t+
1

2
ln

(
4A

eγCAr2
w

)
+ S + SnD

]
, (5.82)

or alternatively

mi −mbh =
qsc(µB)r

2πhk

[
2Dh

r2
e

t+ ln
rapp
rw

+ SCA + S + SnD

]
. (5.83)

Notice that the two time dependent terms in the equations above contains the
outer boundary radius re, while we in the generalized case is using rapp. This
discrepancy is simply omitted by using the mean pressure as the time dependent
variable, - as we soon will see.
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In the �ow equations above, the initial pseudo-pressure mi can be substituted with
the mean pseudo-pressure m. In the case for the In�nite acting period there will be
no practical di�erence between the two pseudo-pressures and mi ≈ m. This holds for
Eqs. 5.80 and 5.81.

In the case of the Semi steady-state period, the substitution mi ≈ m is simply done
by using Eq. 5.69 in reverse order.

Recalling the de�nition of the non-Darcy skin factor SnD = D · qsc, where D =
(βkρB)/(2πhµrw), it might be more practical to present the general radial solution,
valid for both periods in one equation. This form is well adapted for further numerical
simulation, and we might write

mbh = m− (A · qsc +B · q2
sc), (5.84)

where A and B are constants, de�ned as

In�nite acting period:

A =
(µB)r
2πhk

1

2

[
ln

(
4Dh

eγr2
w

t

)
+ 2S

]
, (5.85)

B =
(µB)r
2πhk

D. (5.86)

Semi steady state period:

A =
(µB)r
2πhk

[
1

2
ln

(
4A

eγCAr2
w

)
+ S

]
, or alternatively (5.87)

A =
(µB)r
2πhk

[
ln
rapp
rw

+ SCA + S

]
, (5.88)

B =
(µB)r
2πhk

D. (5.89)

5.6 Simulation Examples

In these examples the terminal �ow rate is qg = 5 · 105 Sm3/day and the hydrocarbon
pore volume is Vp = 4 · 106Rm3, similar to previous simulation examples. The data
input-�le, presents all necessary and relevant data for a successful simulation. Most
data included in the input-�le are kept unchanged. Only data related to reservoir �ow
are subject to change in these simulations.

5.6.1 Pressure development as function of time

Figure 5.15 shows the average pressure pro�le in the reservoir and the bottom-hole
pressure, both relative to the left y-axis. The pressure draw-down is the pressure di�er-
ence between the reservoir pressure and the pressure in the well (bottom-hole pressure),
relative to the right hand y-axis. The �gure shows a situation where the reservoir per-
meability is rather high, in case the pressure di�erence between well and reservoir is
seemingly quite low.
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Figure 5.15: Pressure development as function of time.

Figure 5.16 shows the bottom-hole pressure where we have simulated two similar
reservoirs where the only di�erence is related to the reservoir permeability. When the
reservoir permeability is reduced, a higher pressure di�erence is required to bring the
same amount of gas to the well-bore. Thus, more energy is used in producing the gas
and consequently the bottom-hole pressure declines faster. Another observation, from
Figure 5.16, is that the gas production is therefore halted at earlier time.

Figure 5.16: Bottom-hole pressure as function of time.
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5.6.2 Relative bottom-hole pressure development

The bottom-hole well pressure is plotted in Figure 5.17, as function of average reservoir
pressure. It is seen from the plot, that when the reservoir permeability is reduced to
"very" low values, here 2 mD, a substantial draw-down pressure is reducing the gas
production signi�cantly and the well is abandoned at quit high pressure.

Figure 5.17: Bottom-hole pressure as function of block pressure.

5.7 NearWell Flow Characteristics in Gas Condensate Reser-
voirs

In the following sections we will take a closer look at the dynamics of �uid �ow in
gas condensate reservoirs. We will use the tools already developed in the previous
sections and by way of analytical description study radial two phase �ow caused by gas
condensation in the vicinity of the well.

Based on the single phase semi steady-state solution, the application of Kirchho�'s
transformation and a simple dynamic model of reservoir oil saturation, - revised calcu-
lations of the bottom hole pressures and additional production volumes from initially
condensed oil, are performed.

Calculations are based on assumptions about shape and pro�le of the condensed
oil saturation in the reservoir; So(r, t), as presented by Ursin [19]. The model shows
how pressure draw-down and oil/gas production can be revised given the information
about this saturation pro�le. In the model, all condensed oil not contained within the
saturation pro�le, is produced to the surface.

5.7.1 Gas Condensate Well Deliverability

Production from gas condensate reservoirs is characterized by the liquid condensation
of gas in the reservoir during normal production [5, 6]. Liquid drop-out commences
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as the reservoir pressure drops below the �uid dew-point pressure. Since the reservoir
pressure is always lowest in the producing well, the �rst drops of oil are formed in the
close vicinity of the well-bore, as previously discussed in Chapter 2.
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Pressure profile: P = P(r)

Figure 5.18: Formation of liquid condensate related to �uid phase and reservoir pres-
sure draw-down. Upper left: Gas two-phase envelope, where C3 is the critical point,
A indicates initial reservoir conditions and B is the dew-point. Upper right: Radial
pressure pro�le as from a cylindrical, homogenous reservoir. Lower: Formation of oil
zone in a cylindrical reservoir. Figure taken from [18].

Figure 5.18, also from Chapter 2, depicts this process for a cylindrical reservoir with
the well at the centre.

As the pressure is further decreased and as a result of normal production, a satu-
ration of liquid condensate expands radially with time. When the pressure is lowered
below the dew-point pressure in all parts of the reservoir, (liquid) condensation is present
throughout the whole reservoir volume. However, the saturation pro�le throughout the
reservoir will vary considerably. The modeling of this saturation pro�le is a key point
and main objective in the continuation of this chapter.

When the liquid condensate (oil) saturation So increases above the critical oil satura-
tion Soc, the oil becomes mobile and is subject to the pressure gradient in the reservoir.
Oil formed as a result of the process of liquid condensation will �ow alongside the
produced gas and will cause a reduced gas permeability. This results in an increased
well-bore pressure drop. On the positive side, there will be a marginal overall increase
in surface oil production.

The model of gas condensation in the reservoir, which is introduced here is based
on an dynamic oil saturation pro�le So(r, t), as being the key parameter in the model
from which we may calculate the above mentioned increase in well-bore pressure drop
as well as the increased yield of produced gas condensate oil. This model may be of
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interest in well pressure and production forecast simulations as well as for analysis of
well-pressure-test data.

In this model, we take a rather simplistic view of the reservoir, having a �at cylindri-
cal shape where the well is located at the centre. Parameters characterizing the reservoir
are presented in Table 5.4. The reservoir �uid is initially one phase gas as presented
in Table 5.5. The reservoir gas is split in two phase gas and liquid using single �ash
calculations.

Table 5.4: Reservoir related data.

Vp = 4 · 106 Rm3 Sw = 0.2 pi = 440 bar
rw = 0.175 m k = 10 mD Ti = 392 K
re = 360 m CA = 31.62 cw = 4.35 · 10−5 1/bar
h = 50 m S = 0 cR = 4.5 · 10−5 1/bar
φ = 0.15 SnD = 5 · 10−6

Table 5.5: Molar composition (in %) of gas condensate reservoir �uid.

Compounds N2 CO2 C1 C2 C3 iC4 nC4

Composition 0.78 8.72 71.00 8.56 4.67 0.71 1.23

Compounds iC5 nC5 C6 C7 C8 C9 C+
10

Composition 0.41 0.41 0.45 0.66 0.70 0.41 1.29

The simulation model considers the reservoir gas to be contained as in a tank, and all
simulations are performed using analytical descriptions of the reservoir, �ow processes
and well production.

5.7.2 Single phase semi steady-state reservoir gas �ow

In section 5.5.2 we have summarized all what we had learned about single phase gas �ow.
We also concluded that for all practical purposes, semi steady-state gas �ow is prevailing
in the reservoir. Single phase horizontal �ow in porous media is well documented in
the literature [4, 2], and the general solution of the di�usivity equation under semi
steady-state conditions is,

m−mbh =
qsc(µBg)r

2πhk

(
ln
re
rw
− 3

4
+ S + SnD

)
. (5.90)

The above equation should be compared with the even more general equation, Eq. 5.84,
where also a general reservoir and well location is modeled.

The equation above represents the pressure solution at constant terminal �ow rate
of one-phase gas in a cylindrical reservoir, where the well is at the centre. Both the
mechanical skin S and the non-Darcy skin SnD = qsc ·D (turbulence), are "manually"
added to the equation. D is the non-Darcy factor, containing various parameters de-
scribing both the gas and the reservoir. D is indirectly both pressure and temperature
dependent and will thus vary as function of time. The derivation of non-Darcy skin,
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as shown above, is given in Section 5.2.2. qsc is the constant terminal gas rate, mbh is
the bottom hole pseudo-pressure and Bg is the gas volume factor.(We are reintroduc-
ing subscript on the gas volume factor because several more volume factors are to be
introduced.)

5.7.3 Simulation of one-phase reservoir gas production

The bottom hole pressure can be found explicitly when m is known, using Eq. 5.90.
Calculation of the mean pressure is based on mass balance calculations involving the
real gas law and the principle of mass conservation, as seen in Chapter 4.

In the case of volumetric depletion processes, where no water production or in�ux of
aquifer water is present, the pressure development in the reservoir (see data in Table 5.4)
can be calculated. The result can be depicted as in Figure 5.19.
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Figure 5.19: Pressure development as function of time.

The �gure shows the pressure as function of time in the cases of a constant terminal
rate qsc = 0.5 · 106 Sm3. The minimum bottom hole pressure is set to 10 bars.

The gas and liquid surface production are shown in Figure 5.20, where the normal-
ized production pro�les (gas/liquid produced over initial gas/liquid in-place) are shown
as a function of mean reservoir pressure.

The relative production of gas and liquids are shown to be equal as long as the
reservoir �uid remains in a single phase. As soon as the liquid starts to drop out of the
gas, less liquid is produced to the surface and, as seen in the �gure, the gas and liquid
production pro�les start to deviate.

In the simulation above, all liquid condensed in the reservoir is considered immobile
and thus lost production. From Figure 5.19 it is seen that the e�ect of an increasing
liquid phase is neglected and therefore does not act as a hindrance towards the �ow of
gas.
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Figure 5.20: Relative gas and liquid production as a function of mean pressure.

5.8 Two phase semi steady-state oil and gas �ow

A consequence of gas condensation in the reservoir is the formation of an increasing
oil saturation. First in the close vicinity of the the well-bore, later radially distributed
in the reservoir (see Figure 5.18). Eventually the whole reservoir will be subjected to
liquid drop-out and a varying distribution of oil will occur.

The reservoir, which initially contains a single gas phase, is therefore gradually
transformed to a system of two-phases: gas and oil. Oil will become mobile as the
saturation increases above the critical saturation. In those parts of the reservoir where
the oil saturation is greater than the critical oil saturation, (So > Sco), oil will start
to �ow and two-phase �ow conditions will prevail. In two-phase �ow, a competition
between the phases will reduce the reservoir deliverability of gas to the surface and
a decreasing bottom hole pressure will be observed (under constant terminal gas rate
conditions).

In the case of two-phase gas and oil �ow, Darcy's law of Eq. 5.1, is now written as,

−→u = −
(
kg
ρg
µg
∇pg + ko

ρo
µo
∇po

)
, (5.91)

where kg and ko are the e�ective permeability for gas and oil, respectively.

We now apply the following transformations

m =
1(

krg
ρg
µg

+ kro
ρo
µo

)
r

∫ p

pr

(
krg

ρg
µg

+ kro
ρo
µo

)
dp, (5.92)

and the one to one transformation,
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∇m =
dm

dp
∇p =

krg
ρg
µg

+ kro
ρo
µo(

krg
ρg
µg

+ kro
ρo
µo

)
r

∇p. (5.93)

This enables us to use Eq. 5.90, from the one-phase case, directly. The parameters
krg and kro in Eqs. 5.92 and 5.93 are the relative permeability for gas and oil, respec-
tively. From these deductions, it is to be observed that the capillary pressure Pgo is
assumed negligible.

The pressure solution, Eq. 5.90, developed for semi steady-state single gas �ow
case, is also valid in the two-phase case, when the substitution, Eq. 5.92, and the
transformation Eq. 5.93, are applied as shown above.

If the sets of parameters; ρi, µi and kri, where i = g, o, were known as functions of
pressure (and temperature), the bottom-hole pressure could be readily calculated using
Eq. 5.90 in combination with Eq. 5.93, as already done in the single phase case.

The purpose is therefore to establish these parameters and use the equations above
to calculate the bottom hole pressure drop.

5.8.1 Volume factors

A single �ash separation of gas and oil to surface conditions is based on an extended
"Black oil formulation" where the volume factors are de�ned in accordance with Fig-
ure 5.21,

Bg =
Vg
Vggn

, Bo =
Vo
Voon

, Rs =
Vogn
Voon

and rs =
Vgon
Vggn

, (5.94)

where Bg and Bo are the volume factors for gas and oil respectively, Rs is the gas/oil
solution ratio while rs is the oil/gas solution ratio.

The volume factors de�ned in Eq. 5.94, are all calculated based on the gas composi-
tion in Table 5.5, using a commercial PVT-simulation program (PVTsim 11 [1]). From
these calculations we �nd that the gas dew point pressure, pdew(gas) = 370 bars, while
the equilibrium reservoir oil bubble point, pbob(oil) = 240 bars.

5.8.2 Density

Using the principle of material balance and the volumes as depicted in Figure 5.21, we
may express the reservoir densities as functions of the surface densities,

ρg =
1

Bg
(ρgn + rsρon), (5.95)

ρo =
1

Bo
(Rsρgn + ρon), (5.96)

where we have used the assumption that ρon(oil from gas) = ρon(oil from oil) and
ρgn(gas from gas) = ρgn(gas from oil). Normal conditions, (pn = 1 atm and Tn = 288
K) is given by the ideal gas law; ρgn = (pn ·Mg)/(R · Tn). The oil density at normal
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Figure 5.21: Extended black oil model: Single �ash separation from reservoir to surface
conditions.

condition is given by Standings formula [17]; ρon = ρw(1.03 ·Mo)/(44.24 +Mo), where
ρw is the water density and Mo is the molar weight of oil at normal conditions. (Mg is
the molar weight of gas at normal conditions.)
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Figure 5.22: Gas and oil densities at reservoir conditions.

Figure 5.22 shows the densities as presented in Eqs. 5.95 and 5.96. The densities
for gas and oil at natural conditions are 1.1 and 796.5 kg/m3, respectively. Notice that
the oil density is de�ned in the whole pressure range, while the formation of reservoir
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oil starts at the gas dew-point pressure (pdew = 370 bars) and that the bubble-point of
the same oil is calculated to be at about 240 bars.

5.8.3 Viscosity

The gas and oil viscosities used in these calculations have been partially derived through
PVT simulations and partially modeled as functions taken from the literature.

A formula for gas viscosity is proposed by Lee et al. [15], and previously presented
in Chapter 3, Section 3.5.5.

µg = K · eXρYg , (5.97)

where the parameters K = (9.4 + 0.02 ·Mg)T
1.5/(209 + 19Mg +T ), X = 3.5 + 986/T +

0.01Mg and Y = 2.4− 0.2X. Mg, T and ρg are average molecular mass, reservoir tem-
perature and gas density, respectively. The gas viscosities are compared in Figure 5.23.
In the �gure is Eq. 5.97 compared with the PVT-simulations. A close overlap between
the two curves is observed in the �gure.
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Figure 5.23: Gas and oil viscosities.

The reservoir oil viscosity, on the other hand, does not compare equally well to the
PVT-simulation, as can be seen from Figure 5.23. The oil viscosity presented in the
�gure is proposed by Abu-Kanu and Al-Morhan [21] and written as follows,

ln(µo) = −2.65 + 8.48ρ4
o (5.98)

The viscosity in Eq. 5.98, is said to correlate well with saturated oil densities and is
therefore chosen as the preferred correlation over the simulated values, which seem to
be slightly too "dramatic".

5.8.4 Relative permeability

The formal treatment of gas and oil relative permeability given here, follows the same
lines as presented by Fevang and Whitson in their well received article [9] from 1996.
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Based on the separation of volumes as de�ned in Figure 5.21, the de�nition of volume
factors in Eq. 5.94 and a dynamical representation of reservoir �ow by Darcy's law - a
ratio of relative permeability can be written,

krg
kro

=
Rp −Rs
1−Rprs

µgBg
µoBo

, (5.99)

where Rp = Vgn/Von, is the GOR, i.e. the volume of gas produced over the volume of
oil produced, at normal (surface) conditions.

Above the dew-point pressure (p > pdew), all oil is produced from the reservoir gas,
i.e. Rp = 1/rs and the relative gas permeability is de�ned as equal to unity (krg = 1
and kro = 0). When the pressure is lowered below the dew-point pressure, Rp < 1/rs
and krg < 1 and the ratio in Eq. 5.99 is well de�ned and �nite.

Based on empirical relations describing experimental relative permeability, Brooks
and Cory (1964) proposed a set of equations de�ning the wetting and non-wetting
relative permeability as functions of e�ective saturations. A parameter λ describes
the pore size distribution. A comprehensive description of this model can be found
in Dullien [7]. Based on these equations, it is straight forward to de�ne a functional
relationship between krg and the ratio of relative permeability, as de�ned in Eq. 5.99.
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Figure 5.24: Functional relationship krg(krg/kro) based on empirical relations.

Figure 5.24 shows the function krg(krg/kro) for three choices of λ. In all calculations
presented here, λ = 15 is used. The pore size distribution index is a number that relates
the e�ective saturation to the capillary pressure between wetting and non-wetting �uids,
as pointed out by Dullien.

5.9 Modeling production GOR

The relative gas and oil permeabilities can be calculated by using Eq. 5.99 in combi-
nation with the functional relationship, presented in Figure 5.24. All parameters in
Eq. 5.99 are accounted for, except for the production GOR; Rp.
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5.9.1 A two-phase reservoir production model

In a single phase reservoir production model, all liquid condensate drop-out is assumed
to remain in the reservoir as an immobile liquid saturation of practically no hinderance to
radial gas �ow. The liquid saturation, So(r, t) is everywhere and at all times considered
to be less than the critical saturation Sco and thus, all oil in the reservoir is considered
lost production.

However in reality the liquid saturation is radially increasing as the average reservoir
pressure is declining and sooner or later the saturation of oil will reach the level of critical
saturation where oil will start to �ow. As a result of general pressure decline in the
reservoir, a bank of oil will develop from the well-bore and radially expand into the
reservoir. This is a continuous process.

The liquid condensate saturation is therefore a function of radial position. Since the
pressure pro�le is increasing radially (seen from the well), it is safe to assume that the
liquid saturation must decrease radially. On the other hand, since the average (mean)
reservoir pressure is declining during normal depletion, the overall liquid saturation in
the reservoir is generally increasing. A combination of these two e�ects points towards
a liquid saturation which is decreasing radially as it expands radially in to the reservoir.
All excessive oil, above the critical saturation Sco, is subjected to radial �ow in parallel
with the gas �ow and therefore removed from the reservoir.

In addition, one may expect a decreasing critical saturation level in the region where
the saturation already has reached its critical level, due to the fact that gas �ow velocity,
in particular in the vicinity of the well, will increase as the mean reservoir pressure
is decreasing. The �ow of gas and oil is generally parallel, even though the �uids
are located in di�erent parts of the pore system or pore channels. The �ow velocity,
however, is quite di�erent as the gas is �owing much faster than the oil [18].

The formation of an oil region that develops into the reservoir will eventually result
in:

1. Production of additional oil which otherwise would be considered lost from pro-
duction.

2. A two phase �ow situation in the reservoir, especially in the vicinity of the well-
bore.

3. Observation of increased pressure drop in the well-bore.

The saturation pro�le So(r, t) may vary considerably during the production lifetime
of the reservoir. This saturation function will relate to many of the parameters in play,
such as: gas �ow rate, PVT-relationships, reservoir wetting characteristics and the type
of prevailing �ow regime.

The formation of oil, as liquid dropout, is controlled by pressure and temperature,
as explained above. The residing oil saturation will be subjected to the various forces
acting in the reservoir and as such also to the relative strength of these forces. The
interaction between gas and oil in the reservoir and the reservoir itself can possibly be
broken down into a study of the relative strength between basic forces such as; viscous,
capillary, gravitational and inertial forces. In principle it should be possible to relate the
saturation pro�le So(r, t) to the competition between the various forces acting inside the
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reservoir pore system, as indicated by Ursin [18]. This would certainly be an interesting
project for further study. However, here we chose a more simplistic approach in de�ning
the saturation pro�le, So(r, t).

5.9.2 Reservoir oil saturation pro�le

The saturation pro�le to be presented below represents a crude simpli�cation of the
ideas related to the near well gas condensing process, as presented by Ursin [19]. A
proper assessment of the distribution of condensed oil in the reservoir would need to
involve petro-physical considerations, represented by all aspects of �uid �ow, reservoir
- and �uid characteristics.

The reasoning presented in the previous section, relates oil formation in the reservoir
to the existence of a saturation pro�le. Accepting the existence of such a saturation
model, it then turns out to be straight forward to construct it. The model may be split
into three radially de�ned regions following the same approach as discussed by Fevang
and Whitson [9]. The proposed model should therefore be considered as an attempt
to quantify the physical observation described in the literature about the three zone
model;

Region 1 is the region next to the well-bore, starting at a radial position (rw). This
region is characterized by a radially increasing oil saturation. The oil saturation
will increase until its critical saturation is reached at a position rco. All oil in
excess of Sco is considered mobile and will be produced. Oil will �ow in this
region but not in the other regions. All oil condensed in this region will therefore
either remain as part of the critical oil saturation or be transported to the well-
bore. There is reason to believe that the oil saturation will decrease towards the
well-bore since drag-forces are acting on the oil in the close vicinity of the well-
bore. Another term describing this phenomena which is frequently used in the
literature, [3, 10], is "viscous stripping".

Region 2 is an intermediate region where the oil saturation is building up radially.
This region is limited by rco (Region 1) and the radial position in the reservoir
where the �rst drop of liquid condensate occurs (rdew). This position in the
reservoir is de�ned as the radial position where the pressure equals the dew-
point pressure. There is no �ow of oil in Region 2. The only e�ect on gas
�ow performance is the reduced space for gas �ow due to the build up of an
oil saturation.

Region 3 is the single gas phase �ow region, where So = 0. This region is reaching
out to the reservoir boundary, re.

The main characteristics of a saturation model, as described above, are the exis-
tence of an oil saturation that is reasonably constant out to a certain radial position
and thereafter steadily decreasing. The following saturation model, meets these require-
ments.
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So(r) =


Sco

(
r − rw
rco − rw

)L1

rw ≤ r < rco,

Sco

(
rdew − r
rdew − rco

)L2

rco ≤ r < rdew,

0 rdew ≤ r < re.

(5.100)

The saturation model de�ned by Eq. 5.100, is an attempt to model the many pro-
cesses that are of importance in the formation of gas condensation in the reservoir. Many
other models may exist. Depending on the degree of knowledge about the reservoir and
�uids involved, quite sophisticated models could be designed.
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Figure 5.25: Saturation pro�le model; So(r)/Sco.

Figure 5.25 represents the saturation model as de�ned by Eq. 5.100. In this example
the following parameters were selected: rw = 1, rco = 25, rdew = 50 and re = 100. The
set of exponents, L1 and L2 are 0.1 and 10, respectively. Figure 5.25 depicts the radial
pro�le of oil saturation in the reservoir, as explained above. The volume of oil con�ned
within this saturation pro�le is the volume of critical oil, contained in the reservoir.
This volume is found simply by integration of Eq. 5.100 over the full radius range. In
the case of cylindrical symmetry, we get;

Vco = 2πhφ(1− Sw)

[∫ rco

rw

rSo(r)dr +

∫ rdew

rco

rSo(r)dr

]
, (5.101)

which after integration gives,

Vco = 2πhφ(1− Sw)Sco

[
rco − rw
L1 + 1

(
rco −

rco − rw
L1 + 2

)
+
rdew − rco
L2 + 1

(
rco +

rdew − rco
L2 + 2

)]
(5.102)

Vco is the irreducible volume of oil that will remain in the reservoir, i.e. the volume of
immobile oil. All additional oil condensed in the reservoir will be produced. Notice that
in Eq. 5.102, rw and re are constants, while rco and rdew are both pressure dependent.
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The radial positions rco and rdew, do both initially start at the position rw. The
speed by which rco and rdew progress into the reservoir would be quite di�erent. When
semi-steady-state analysis is used, we may derived a functional relationship between a
radial position in the reservoir and the corresponding (pseudo) pressure at that position.

Derivation: Radial pressure development

Following semi-steady-state analysis, i.e. as presented by Dake, the following
formulas are solutions of the radial di�usivity equation for a cylindrical
reservoir with the well at the centre.

m(r) = m(rw) +
qsc(µgBg)r

2πhk

(
ln

r

rw
− 1

2

r2 − r2
w

r2
e − r2

w

)
(5.103)

m = m(rw) +
qsc(µgBg)r

2πhk

(
ln

r

rw
− 3

4

)
(5.104)

Substituting m(rw) with the pseudo bottom-hole pressure mbh is read-
ily done, simply by adding the skinfactor S to the ln-term in the equations
above. Restricting to radial positions in the near and far vicinity of the well-
bore, where r and rw are very much less then re, we may get by combining
Eqs. 5.103 and 5.104;

m(p)−mbh

m−mbh

ln re/rw − 3/4 + S

ln re/rw
=

ln r/rw + S

ln re/rw
, (5.105)

where m(p) is the pseudopressure at positions r(p) in the reservoir. p is here
considered a �xed pressure value in time. The position r(p) is then de�ned,

r(p) = rw · e−S
(
re
rw

)m(p)−mbh

m−mbh

ln re/rw−3/4+S
ln re/rw

. (5.106)

From Eq. 5.106, we may de�ne the radial position in the reservoir where
the oil saturation has its maximum value, by roc and the position where the
�rst drops of oil are formed, as rdew. Assuming zero skin, we get;

roc = rw

(
re
rw

)m(poc)−mbh

m−mbh

ln re/rw−3/4
ln re/rw

and (5.107)

rdew = rw

(
re
rw

)m(pdew)−mbh

m−mbh

ln re/rw−3/4
ln re/rw

, (5.108)

where the pressures poc and pdew represents the bubble point pressure of the
formation-oil in the reservoir and the gas condensate dew point pressure,
respectively.

.
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Figure 5.26: Radial position as a function of mean reservoir pressure.

Figure 5.26 shows the two radial positions as a function of production time. The
outer boundary of Region 2, de�ned by rdew, seems to travel quite fast towards the reser-
voir peripheral. This observation is similar to observing that the mean pseudo pressure
m in Eq. 5.108, quickly declines towards the pseudo dew point pressurem(pdew), leaving
the exponent in Eq. 5.108 close to unity.

The radial position roc, that de�nes the division between Region 1 and 2, is in these
calculations de�ned by the bubble point pressure of the condensed oil. In the work
by Fevang and Whitson [9], this pressure point was de�ned as the dewpoint of the
producing wellstream, where the argument was related to the observation of a constant
�owing composition (GOR) within Region 1. By associating the regional division to the
bubble point pressure of condensed oil we are accepting an advance of Region 1 that
would be somewhat slower than otherwise observed by using the dewpoint pressure of
the producing wellstream as a reference. Another practical point is that the bubble
point pressure is more readily accessible in our cases, than the dewpoint pressure of the
producing wellstream. A third point is related to the viscosity change in the oil as the
pressure is lowered below the bubble point pressure. This change in oil viscosity acts
in the direction to immobilizes the oil and thereby stabilizes the saturation pro�le in
Region 1.

Comparing Eq. 5.107 with Eq. 5.108 and roc with rdew, it is obvious that roc advances
much more slowly in the reservoir compared to rdew, since the bubble point pressure is
considerably lover than the dewpoint pressure.

The reservoir oil saturation pro�le is depicted in Figure 5.27. On the z-axis a
normalized oil saturation is presented as a function of a normalized radial position
r/re (x-axis). Various pro�les are presented with increasing production time steps (y-
axis). In the �rst 100 days, no oil is condensed. After that time period saturation of
liquid drop-out is seen to increase above the zero level (when the mean pressure drops
below the dew-point pressure). The region of reservoir oil (Region 2 in Figure 5.25) is
gradually building up and then advancing into the reservoir. As the saturation reaches
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Figure 5.27: Oil saturation in the reservoir as a function of normalised radius position
for di�erent production time steps , where L1 = 0.1, L2 = 10 and Sco = 0.6.

the critical saturation (normalised saturation equals 1), all additional formation of oil
in the reservoir is produced oil to the surface. This process continues until Region 1 is
formed (at about 600 days) and quite a while thereafter.

The saturation pro�le in Figure 5.27 is primarily de�ned by the pressure development
in the reservoir, as seen form Eqs. 5.107 and 5.108. The volume of oil contained in
the reservoir is thus pressure dependent. The two phase �ow is therefore related to
the balance between the oil present in the reservoir, as shown in Figure 5.27 and the
process of liquid condensation. Both processes are compared at each single time step.
The two-phase �ow time-period will therefore come to a halt when the increase in
accessible volume under the saturation pro�le in Figure 5.27 becomes larger then the
liquid drop-out during that same time period.

5.9.3 Surface production

Natural depletion of gas-condensate reservoirs can be described using a tank-model,
where the hydrocarbon volume VHC could be corrected for various non-volumetric ef-
fects; such as reservoir - and initial water expansion, water production and aquifer
in�ux.

The described model is in principle identical to the well known dry (or wet) gas
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model. In the gas condensate case, an additional term is added to include the e�ect of
liquid drop-out in the reservoir. The material balance calculation of gas condensate is
therefore performed by solving the following implicit equation, Eq. 4.23 in Chapter 4,

Gp
Gi

=

(
1− Z2i

Z2

p

pi

VHC
VHCi

)(
1 +RMLGi

1 +RMLGp

)
. (5.109)

In the case of constant terminal rate, the relative dry gas production Gp/Gi is pre-
de�ned. The molar liquid-gas ratio RMLGp is de�ned as the cumulative molar phase
split and is an integral of the regular molar phase split RMLG, which again is directly
found from PVT-simulations. Eq. 5.109 is implicit since both the z-factor Z2(p) and
the molar phase split RMLG(p), as well as the hydrocarbon volume VHC(p) are pressure
dependent.

The liquid production GLp is then de�ned by,

GLp
GLi

=
Gp
Gi

RMLGp

RMLGi
, (5.110)

where the relative production of liquid is proportional to the relative production of dry
gas until liquid drop out starts, when RMLGp < RMLGi. The relative production of gas
and liquid, shown in Figure 5.20, are the results of calculations using Eqs. 5.109 and
5.110.

5.9.4 Additional surface oil production

In the process of natural depletion as described above, some oil will remain in the
reservoir (and is traditionally considered as lost production). The oil volume that
remains in the reservoir Vo (in reservoir units), is derived as a function of dynamic �ow
parameters.

Derivation: Cumulative volume oil produced in the reservoir

The liquid drop out of oil is initially considered to remain in the reservoir
during the process of natural gas production. In order to quantitatively
de�ne this volume, reference is made to Figure 5.21.

The following steps lead to the derivation of a formula for the volume of
reservoir oil due to liquid condensation.

1. Oil produced to the surface is Vgon = rsVggn, where Vggn is the cumu-
lative volume of gas produced.

2. Oil not produced to the surface is the di�erence between the initial
phase split and and the phase split at a particular pressure, i.e.

∆Vgon = (rsi − rs)Vggn.

3. Mass of oil not produced to the surface is therefore

∆Mo = ρon∆Vgon = ρon(rsi − rs)Vggn.
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4. Mass of oil not produced to the surface that remains in the reservoir,

∆Mo = ρoVo,

where ρo and Vo are the density of oil and the volume of oil in the
reservoir.

5. The volume of oil in the reservoir is therefore,

Vo = ρon/ρo(rsi − rs)Vggn.

Using the de�nition of rs in Eq. 5.94 and the formula for relative liquid
production, Eq. 5.110, we may derive an expression for Vo, containing the
dynamic parameters of gas and liquid production. The volume of oil that
remains in the reservoir as a result of gas condensation, is therefore written,

Vo =
ρon
ρo

RMLGi −RMLGp

RMLGi

Gp
Gi

GLi. (5.111)

.

Some of this oil will be produced to the surface when the saturation in Region 1
exceeds the critical saturation Sco, and will therefore not be stored in the reservoir.

The produced reservoir oil ∆Vo, is associated with the volume of condensed oil in the
reservoir (Eq. 5.111) and the volume of irreducible oil that will remain in the reservoir
(Eq. 5.102),

∆Vo(ti) = Vo(ti)− Vco(ti)−
i−1∑
j=1

∆Vo(tj), (5.112)

where ti is a time step function.
The basic idea behind the formula presented in Eq. 5.112, is that all oil condensed

in the reservoir as part of the normal depletion process and in excess of irreducible oil
present, will be produced and that this process is continuous. Eq. 5.112 is indirectly
de�ning the additional reservoir oil �ow rate, as qo = ∆Vo(ti)/(ti − ti−1).

5.9.5 The production GOR factor; Rp

The part of reservoir oil that is produced, ∆Vo, will at the surface split into an oil and a
gas part. From Eq. 5.94 and Figure 5.21, the corresponding surface volumes are de�ned,

∆Vogn =
Rs
Bo

∆Vo and ∆Voon =
1

Bo
∆Vo. (5.113)

The production GOR, Rp which is de�ned as the ratio of total produced gas and
oil, is therefore de�ned as,

Rp =
Gp + ∆Vogn
GLp + ∆Voon

, (5.114)
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where the cumulative productions Gp and GLp are de�ned by Eqs. 5.109 and 5.110,
respectively.

Finding Rp, is the �nal step in the process of calculating the relative permeabilities
krg and kro, de�ned by Eq. 5.99 and Figure 5.24.

5.10 Simulation of two phase semi steady-state �ow

With the derivation of production GOR, in Eq. 5.114, all parameters needed are readily
presented. The pressure calculation may follow the same procedure outlined in the
case of single gas reservoir production and simulation results are presented similarly to
Figures 5.19 and 5.20.

5.10.1 Pressure and production developments

In all simulations presented hereafter a pore size distribution index, λ = 15, has been
chosen. This relates a "maximum" variation of the gas relative permeability krg to the
corresponding change in the ratio krg/kro, of the three cases shown in Figure 5.24.

The saturation pro�le is characterized by the parameters L1 = 0.1, L2 = 10 and
Sco = 0.6. All three parameters are related to the shape and form of the oil saturation
pro�le and de�ned in Eq. 5.102.
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Figure 5.28: Pressure pro�les; mean pressure and bottom hole pressure for single and
two phase �ow conditions.

Figure 5.28 shows the mean pressure (p(m)) and the bottom hole pressures (p(bh)).
The result of two cases of "no oil �ow" (nof), i.e. single gas �ow is compared to a
case of two phase �ow. The �gure shows that the bottom hole pressure experiences
an additional pressure drop shortly after 500 days, which lasts until about 800 days.
This pressure di�erence relates to the right y-axis. The maximum pressure di�erence is
about 18 bars. When the average liquid saturation exceeds the level of 0.6, oil starts to
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�ow and a sudden drop in the bottom hole pressure is observed. The pressure di�erence
pbh(nof) − pbh(Sco = 0.6) passes through a maximum before the two-phase period
ends. This happens when the volume of additional condensed oil becomes less than the
increase in accessible pore space. The dynamics is controlled by the radial movement of
the oil saturation that moves further and further into the reservoir. Notice that when
the volume limited by Region 1 (in Figure 5.25) increases more than the additional
liquid drop out, the �ow of oil halts and single phase �ow conditions prevail. The radial
increase in Region 1 can also be recognized in Figure 5.27, where the restart of single
phase �ow is vaguely indicated by a stripe at about 800 days.

The e�ect of increased bottom hole pressure drop in the two phase �ow period should
in principle have resulted in an additional pressure decline in the mean reservoir pres-
sure. In order to sustain the extra pressure drop due to two-phase gas �ow, pressure
energy should have been subtracted from the mean pressure energy in the reservoir.
However, the functional relation between the bottom hole pressure and the mean reser-
voir pressure is weak in this model. Thus this energy loss is not properly re�ected in
the equation of material balance. As can be seen from Eq. 5.109 the mean pressure
is merely a function of material balance calculations and therefore does not re�ect an
additional loss of reservoir energy related to the dynamics of reservoir �ow behaviour.

The only functional relationship between the mean pressure and additional �ow of
oil in the reservoir is associated with the two-phase gas compressibility factor Z2. When
parts of the condensed oil become mobile, and are transported to the surface, less oil
will remain in the reservoir and consequently more volume is available to the residual
gas. A correction to the gas compressibility factor can be introduced. The new gas
compressibility factor follows the same line of thought as in the deduction of the two-
phase gas compressibility factor, as presented in the SPE Monograph by Whitson and
Brule [21].

Deduction: Modi�cation of two-phase gas compressibility factor

In a CVD-experiment, the volume e�ect of liquid drop-out (in a gas-condensate
reservoir gas) is incorporated in the material balance equation by introducing
a Z2-factor. This allows the dry gas material balance equation, associating
reservoir pressure and production, to be used in the gas condensate case;

p

Z2
=

pi
Z2i

(
1− np

ni

)
.

The principal purpose of the Z2-factor is to secure linearity in the equa-
tion above, as described in Monolog. Thus, several e�ects are incorporated
in this factor; such as gas composition changes, phase transition character-
istic and phase volume changes.

At a constant terminal gas rate, all additional oil produced due to reser-
voir two-phase �ow in the reservoir, will result in an additional withdrawal
∆Vo, from the reservoir oil volume which is otherwise assumed lost pro-
duction. This volume of oil produced, will inevitably increase the available
volume accessible for reservoir gas.
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If Vgi is the volume of gas that is used in the material balance equation,
then Vg = Vgi + ∆Vo is the volume of gas now accessible in the reservoir.

Using the real gas law, we may state the situation at initial conditions,
when the production np = 0,

piVgi = Z2iniRT,

where Vgi is the accessible gas volume, before any gas condensation has
taken place.

After a production of np, we �nd,

pVg = Z2(ni − np)RT,

where Vg re�ects the fact that more reservoir space is available to gas than
the normal depletion process would infer.

Combining the two equations above gives,

p

Z2

Vg
Vgi

=
pi
Z2i

(
1− np

ni

)
.

Since there are no changes in the composition of the gas due to the gas
volume change in the reservoir, a rede�nition of the two-phase compress-
ibility factor Z∗2 is advised. We may de�ne a correction the the two-phase
compressibility factor by;

Z∗2 = Z2
Vgi
Vg

= Z2

(
1 +

∆Vo
Vgi

)−1

.

.

The new compressibility factor is therefore,

Z∗2 = Z2

(
1 +

∆Vo
VHCi

)−1

, (5.115)

where ∆Vo is the additional withdrawal of oil from the reservoir, due to two-phase �ow.

Introducing Z∗2 into Eq. 5.109 gives a marginal change in the mean pressure, as
shown in Figure 5.29. The e�ect of additional oil production from condensed oil is
an increased pressure drop in the reservoir. This is seen in Figure 5.29 as an increased
pressure di�erence p(nof)−p(Sco = 0.6), over the period where two-phase �ow is active.
However, the pressure modi�cation is marginal and of minor practical importance.

The production pro�les are shown in Figure 5.30. Additional oil is produced in the
two phase �ow case (Region 1), and an increase in relative production of surface oil of
about 1.7% is observed. The time period where extra oil is produced, corresponds to the
period in Figure 5.28 where the bottom hole pressure experiences an extra down-dip.
The legend is related to the de�nition of volume factors, as shown in Figure 5.21.
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Figure 5.29: Pressure di�erence p(nof)− p(Sco = 0.6)
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Figure 5.30: Relative production pro�les in the two cases of "no oil �ow" and in the
case of two phase reservoir �ow.

5.10.2 E�ect of critical oil saturation; Sco

When the critical oil saturation is generally low in the reservoir, a minor fraction of
the condensed liquid will remain in the reservoir and all excess liquid drop outs will
�ow towards the well. In the limiting case when Sco ' 0, all condensed liquid will be
produced and the gas reservoir behaves as a wet-gas reservoir. Sco therefore de�nes the
storing capacity of liquid condensate in Regions 1 and 2 in the reservoir.

The reservoir capacity for liquid drop outs is met at an early time in the production
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period when Sco is low. In these cases an early start-up of the two-phase �ow period
is expected. During this period the reservoir two-phase �ow (in Region 1) leads to an
extra pressure drop in the bottom-hole pressure.
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Figure 5.31: The �gure shows the bottom-hole pressure for 4 cases of varying critical
oil saturation.

Figure 5.31 shows the bottom-hole pressure for 4 cases of decreasing critical satu-
ration, Sco; 0.6, 0.3, 0.1 and 0.01. For comparison, the mean- (p(m)) and no oil �ow
(p(bh,nof)) pressure developments are also shown in the �gure.

In the limiting case, when Sco = 0.01, the two-phase period is continuous from
production onset to the time when the minimum bottom hole pressure is reached
(pMBHP = 10 bars). This happens after only 1030 days. Due to the two-phase �ow and
the increased bottom-hole pressure drop, the production period is shortened by about
11% compared to the "no oil �ow" case, which is a considerable shortening of the gas
production period.

In the cases when Sco is 0.1, 0.3 and 0.6, the two-phase period is of decreasing
duration. In all three cases the bottom-hole pressure is recovering to "nof" levels as soon
as the two-phase period is ended (in Region 1). In reality however, one would expect
the bottom-hole pressure in these cases not to completely recover from the additional
pressure drop. The reason why this is not seen in the �gure is related to the very weak
coupling between the mean pressure and the bottom-hole, as mentioned above. In these
cases one would have expected the abandonment pressure point to be placed at times
somewhere between the limiting case where (Sco = 0.01) and the "nof" case.

Figure 5.32 shows the pressure di�erence pbh(nof)− pbh for the four cases of Sco =
0.1, 0.3, 0.6 and 0.01. What is particularly evident in three of the cases is that after the
end of the two-phase �ow period, the bottom hole pressure is brought up to a level close
to the "nof"-case. In the �gure this is seen as a pressure drop, when pressure di�erence
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Figure 5.32: Pressure di�erence pbh(nof) − pbh in four cases of varying critical oil
saturation Sco = 0.1, 0.3, 0.6 and 0.01

drops to the baseline. The simulations as shown in Figure 5.32, therefore represent an
underestimation of the pressure e�ect in the two-phase case. This under-estimation is
particular evident in the case of de�ning times for well abandonment.

None the less, Figure 5.32 shows very clearly that the increased pressure drop due
to two-phase �ow in the reservoir is considerable and will undoubtedly lead to an early
shut-down of that particular well.

The e�ect on liquid production is shown in Figure 5.33. The limiting case (Sco =
0.01) is shown as a straight line since practically no liquid is left in the reservoir, i.e.
the liquid production is proportional to the gas production. The potential for liquid
production in gas condensate reservoirs is therefore given by the two extreme cases; of
"no oil �ow" and limiting case mentioned above. As seen from Figure 5.33 there is
about a 6% increase in the relative liquid production between the two extreme cases (in
the case of a very dry condensate gas).

The relative production of dry gas and liquid condensate is shown in Figure 5.34.
For two-phase �ow cases the well will reach the abandonment pressure at an earlier
time than shown in the �gure (of reasons we have mentioned already). In the case of
Sco = 0.01, the e�ect of premature shut-in time is clearly seen, which amounts to a
shortening of the gas production period of about 10%, compared to the "nof"-case.

5.10.3 E�ect of saturation pro�le

Fig. 5.27 depicts the reservoir saturation pro�le as a function of normalized radial
position and as a function of production time in days. The �gure example the irreducible
volume of condensed oil in the reservoir. The model is based on the saturation pro�les
as de�ned by Eq. 5.100 and depicted in Fig. 5.25.

In Eq. 5.100, the three regions are basically de�ned by the parameters L1 and L2
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Figure 5.33: Relative liquid production as a function of time, spanning all cases of
reservoir oil �ow.
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Figure 5.34: Relative production as a function of reservoir pressure.

(in addition to the critical oil saturation). The two parameters de�nes the "shape" or
pro�le of the irreducible oil saturation in the reservoir.

Fig. 5.35 shows an example of the relative saturation pro�le So/Sco as function of
relative radius. The �gure shows various choices of L1 and L2. The parameter set
(L1, L2)=(0.2,50) is the one used above and in all previous calculations and therefore
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Figure 5.35: Saturation pro�les as a function of relative radial position.

constitutes the base-case. It should be noted that the model depicted in Fig. 5.35 in a
dynamic model where the expansion of region 1 and 2 moves radially as the pressure
declines.

Region 1

When L1=0.01, the saturation pro�le is reshaped in Region 1 and as seen in Fig. 5.35,
appears more or less �at throughout the whole region. This seemingly large change in
the saturation pro�le does not really lead to any noticeable change in the bottom-hole
pressure development nor in the relative liquid production, as can be seen in Fig. 5.36.
The �gure shows a continuous overlap between the L1=0.01 case and the base case.
This is the case in both the pressure and production plots. The the model is therefore
quite insensitive to changes in the saturation pro�le in Region 1. This observation can
be understood when comparing the quantitative aspects of the irreducible oil volume in
the two cases. Since these volumes are quite similar in the two cases due to the small
radial distances in question, they show similar simulation results.

Region 2

The saturation pro�le in Region 2 has been studied by changing the parameter L2
to 50, 20 and 10, while keeping L1 equal to 0.2. As can be seen from Fig. 5.35 and
Fig. 5.36, relatively small changes in L2 cause relatively large changes in the pressure
development. The same is seen for the liquid production. In all cases a critical oil
saturation Sco = 0.3 is used.

In the case (L1, L2)=(0.2,20), the two-phase �ow period is reduced to about one
half of the length it had in the base case. Less oil is therefore produced to the surface.
The changes are related to the volume in the reservoir accessible to liquid drop-outs
and quite noticeable in the �gure.
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Figure 5.36: Bottom-hole pressure development and relative liquid production in the
case of varying saturation pro�le.

In the case (L1, L2)=(0.2,10) this is further enhanced, as practically all condensed
oil is stored in the reservoir and both the pressure development and the relative liquid
production curves are similar to the "nof"-case. When L2 = 10, all liquid drop-out
remains in the reservoir and the two-phase period never commences.

These observations show that the most important parameters in de�ning the sat-
uration pro�le are the critical oil saturation and L2. It is quite interesting that the
two-phase region at a distance from the well-bore is so important. Normally is the re-
gion in close vicinity of the well-bore considered the most important region. Similarly,
the two-phase �ow in the reservoir is more dependent on the saturation pro�le de�ned
in Region 2, than in Region 1, i.e. the bulk of the reservoir is more important for the
pressure- and production development than perhaps anticipated.

The above conclusion might be slightly surprising, since it is quite common to con-
sider the close vicinity of the well to be of primary importance when adding up the
overall pressure draw-down. This is still true, but the above considerations tells us that
the dynamic development of this region (Region 1) is mostly signi�cant in describing
the total draw-down pressure.

5.10.4 E�ect of gas composition

In all cases discussed up to this point, a lean condensate gas has been used. In order
to investigate the e�ect of gas composition on the bottom-hole pressure development,
a very rich gas with similar pressure and temperature characteristics has been chosen.
The composition and reservoir data is taken from the book by Katz and Lee [14].

The gas characteristics are shown in Tables 5.6 and 5.7 and in Fig. 5.37. The
data shown in the �gure is the relative volume of a two-phase liquid condensed in a
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Table 5.6: Molar composition (in %) of rich gas condensate reservoir �uid.

Compounds N2 CO2 C1 C2 C3 iC4 nC4

Composition 0.11 0.01 69.56 8.71 5.39 1.16 2.35

Compounds iC5 nC5 C6 C7 C8 C9 C+
10

Composition 0.94 0.86 1.75 1.36 1.16 0.991 5.66

Table 5.7: Rich gas reservoir related characteristics.

pres = 480 bars Tres= 398 K
pdew = 382.5 bars
pco = 315.6 bars

CVD experiment, where the unit volume is the gas volume (cell volume) at dew-point
pressure. While the lean gas has a maximum yield of liquid condensate of about 3.7%,
the rich gas has a yield of about 32%.

Lean and rich gas comparison

Similar simulations, as for the lean gas case, have been made for the rich gas. A
comparison of liquid rate, surface (sc.) and reservoir (res.) gas and liquid production
are shown in Fig. 5.38.

A constant terminal gas rate is used. The associated liquid rate from the rich gas,
shows in Fig. 5.38, to be nearly �ve times larger than of the lean gas. The ratio of
cumulative surface liquid production in the two cases is about 2:1 at end production.
This is associated with the fact that the lean gas production lasts for a longer time
period than the rich gas production and as such, the degree of reservoir depletion is
higher in the lean gas case. The consequence of liquid production, both to the surface
and to the reservoir, is in the rich gas case due to a substantially faster gas depletion
rate, as seen in Fig. 5.39. Thus it is interesting to notice that in the rich gas case, the
condensation to the reservoir under "nof" conditions is about 4 times that of the lean
gas case.

The pressure developments are presented in Fig. 5.39. Both the mean reservoir
pressure and the bottom-hole pressure are observed to decline much faster in the rich gas
case. This is associated with higher liquid production in the rich gas case. The pressure
developments in the two cases are not completely comparable, but show similar trends.
Due to the stronger liquid production in the rich gas case, the pressure drawdown is
always larger and thus reaches the abandonment pressure at an earlier time.

The observation that production is halted at a higher bottom-hole pressure in the
rich gas cases, as seen in Fig. 5.39, is simply due to the steeper decline of bottom-
hole pressure. If smaller time steps or a declining �ow rate had been used, then the
abandonment pressure would appear to be quite similar in the two cases.
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Figure 5.38: Lean and rich gas rate and production data is compared as a function of
production time in the "nof" case.

Rich gas sensitivity

As pointed out in the discussion above, the principal parameters in this model turns out
to be Sco and L2. Based on this background, several tests have been done to compare the
e�ect of these parameters in the rich gas case. The pressure developments, as shown in
Fig. 5.40, represent a systematic variation of L2 and Sco. In all cases discussed hereafter
L1 = 0.2, as in the lean gas case.
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Figure 5.40: Pressure development in the rich gas cases for various choices of Sco and
L2.

When L2 = 50, as used in the lean gas analysis, the critical gas saturation Sco is
varied between 0.001 to 0.3, without observing any practical changes in the simulated
results. In these two cases, seemingly all condensed oil is produced and the two-phase
�ow period starts shortly after the dew point pressure is reached in the reservoir. In
the case when Sco = 0.6, a long (the longest) two-phase period is observed, where the
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return to single gas �ow starts as the gas production period comes to its end.
For choices of L2 = 20 and 10, and Sco = 0.3, the two-phase period lasts through

the entire production period, when �rst started. The results are early abandonment
times (less than 800 days). In the case when Sco = 0.6 and L2 = 10, a well de�ned
two-phase period is observed.

From these observations it seems likely that the parameter Sco is more important
in controlling the two-phase �ow than L2. This is somewhat surprising since L2 is
controlling the integrated volume accessible for condensed liquid in Region 2 and thus
decides whether condensed oil will remain in the reservoir or be produced. On the other
hand Sco is de�ning the storing capacity of the reservoir and therefore de�ned both
storage and two-phase oil production.
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Figure 5.41: Bottom hole pressure development in the two cases of rich- and lean gas.

Fig. 5.41 shows a comparison between the two gases (light and rich gas) for the choice
of L2 = 50 and Sco = 0.6. The plot shows the bottom hole pressure and the di�erence
pbh(nof) − pbh in the two cases. As seen from the �gure, the bottom hole pressure
draw-down can be considerable in the case of liquid condensation of rich condensates.
A maximum of about 70 bars is observed in the rich gas case while the similar additional
draw-down in the lean gas cases is about 18 bars.

5.11 Final Comments

The last part of this chapter describes the derivation of an analytic model for quantifying
additional bottom hole pressure caused by two-phase �ow in gas condensate reservoirs.

The model is important as it can be implemented in various tank models, where
accurate assessments of bottom hole pressure is important.

The pressure calculations performed in this model represent an optimistic view of the
bottom hole pressure development as the back coupling to the reservoir mean pressure
is weak.
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The mechanical model is de�ned by the following principle:

Volume of condensed oil = Volume of immobile oil + Volume of produced oil,

where the separation between immobile and produced oil is performed by the use of a
dynamic saturation pro�le. This saturation pro�le is controlled, in reality, only by two
parameters; the critical oil saturation and a shape parameter.

The model has been demonstrated by various simulations and sensitivity studies,
from which the following conclusions have been drawn;

1. A low critical oil saturation will lead to an early onset of two-phase �ow in the
reservoir.

2. The draw-down pressure development is strongly dependent on the radial devel-
opment of the saturation pro�le in the close vicinity of the well, in what is called
Region 1.

3. The saturation pro�le in Region 2 is of primary importance, whether two-phase
�ow will occur in the reservoir or not, and to the duration in time of such �ow.

4. The existence of two-phase �ow in the reservoir will in most cases lead to earlier
ful�lment of abandonment conditions.

5. Increase in bottom hole pressure drop is substantial and depending on the gas
type (composition) where a maximum pressure di�erence of 10 bars in the light
gas cases and about 70 bars in the rich gas case, have been observed.

6. Comparing lean and rich gasses, the same characteristic �ow behavior is observed,
while in the rich gas case, relatively more liquid is produced to the reservoir as
immobile oil, than in the case of lean gas.

7. The two-phase period is lengthened in the case of rich gas compared to the lean
gas case.

This model may be included in analysis of well-pressure-test data as well as be of
interest in well pressure and production forecast simulations.

A quantitative validation of this model would need experimental data input such
as production -, reservoir - and �uid data in addition to a more realistic model of the
condensed oil saturation pro�le. The most likely point to start would probably be to
linearize the model and compare the result to long-core experiment. Initiative to such
validation experiments are already taken.
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Chapter 6

Gas Well-Bore Flow

This chapter presents models describing �ow of reservoir �uids in the well-bore. The
main result of the development in this chapter is thus the well-head pressure, de�ned
at a location above the mean sea level and before the �rst separation step.

The well is the link between surface and bottom-hole conditions represented by the
reservoir and is as such an essential element of the gas-reservoir engineering. Typical
reservoir engineering tasks such as estimating well deliverability and prediction of re-
covery e�ciency cannot be performed properly without a thorough understanding of
well-bore �ow mechanics.

We will begin by deriving the basic �ow equation for single-phase gas �ow and then
follow a step-wise approach leading to a �nal equation describing well-bore �ow. These
steps include:

Basic equation for well-bore �ow of real gas is the derivation of an equation de-
scribing single gas �ow in simple straight �ow conduits of constant cross-section.

Pressure distribution in shut-in wells develops an analytical solution for the pres-
sure distribution in a well-bore of a shut-in well and in a producing gas well.

Rate dependent pressure losses discusses the di�erent terms in the general pres-
sure equation and derives a pressure solution as function of well length.

The e�ect of temperature allows for a non-uniform temperature distribution in the
well-bore.

Pressure distribution in a producing well adds up the di�erent contributions to
the the overall pressure drop in the well-bore and presents a general solution for
single-phase gas well �ow.

Multi phase �ow introduces corrections relative to the single-phase solution, here
represented by systems of gas and condensate, and gas, condensate and water
systems.

Minimum unloading rate discusses the well-bore �ow rate in relation to �uid density
and buoyancy.

Heat losses in producing well constitutes the latter part of this chapter.

201
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In practical situations, gas production frequently occur as single-phase, but quite
often both condensate liquids and water may accompany the gas under normal pro-
duction. The presence of condensate and water will have important bearings on the
pressure distribution, depending of course on the content or fraction of these liquids in
the well stream. Awareness of the restriction under which the basic equation is valid is
therefore important for the successful application of this equation.

6.1 Basic Equation for Well-Bore Flow of Real Gas

Consider single-phase gas �ow in a simple straight conduct section of constant cross-
section A and diameter S, and at a deviation angle α, as depicted in Figure 6.1. The
�ow direction is up-ward, indicated by the �ow velocity u. The well distance co-ordinate
system, denoted by y is parallel to the well conduit direction. To simplify the problem
we will consider steady-state �ow conditions. In addition, since the well �ow conduit
is long compared to the width of the well-bore, we may consider the well �ow to be
one-dimensional, with the distance along the conduit as the dependent variable. Hence,
pressure, velocity, gas density and other properties are considered to be constant on the
cross-section perpendicular to the gas conduit.

a

Dy

y

u

Fp

Fg

Ff

A,S

Figure 6.1: Straight section of well �ow conduit.

The mathematical description of gas �ow in a conduct as depicted in Figure 6.1 can
be derived by applying;

1. the mass conservation equation,

2. the momentum balance equation and
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3. the real gas law.

6.1.1 Mass Conservation

The mass �ow conservation states that under steady-state �ow conditions, the mass
�ow rate w must be constant along the �ow conduit (w=constant). Constant mass �ow
means,

w = ρuA = ρq, (6.1)

where ρ is the gas density, u = dy/dt is the gas velocity, q is the gas rate and A is the
well-bore cross-section.

For gas wells, �ow rates are normally speci�ed in terms of dry-gas wG and gas
condensate wL mass rates, measured at surface conditions. The mass �ow rate of
hydrocarbon production is then

wHC = wG + wL = ρG,scqG,sc + ρLqL = ρG,scqG,sc

(
1 +RV LG

qL
qG,sc

)
, (6.2)

where ρ and q are density and rates, respectively. RV LG is the volumetric liquid
condensate-gas ratio, de�ned in Eq. 3.101.

The volumetric hydrocarbon velocity is de�ned as

uHC =
wHC
ρHCA

, (6.3)

where ρHC is the density of the gas mixture in the well, i.e. the gas obtained by
recombining surface dry-gas and condensate at well pressure and temperature.

Because well-bore pressure and temperature is continuously changing, the well-bore
velocity will thus vary along the �ow conduit.

6.1.2 Momentum Balance

The steady-state momentum balance, states that the sum of forces acting on a thin slice
segment, A∆y, as depicted in Figure 6.1, must be balanced by the net momentum �ux
through the gas segment, given by the equation,

−→
Fp +

−→
Fg +

−→
Ff =

∆(m · u)

∆t
, (6.4)

where the momentum m · u = ρA∆y · u.
The various elements, from left to right in the above equation are then described

by:

−→
Fp: The pressure force is proportional to the pressure drop across the slice segment,

i.e. Fp = −A∆p, where the minus sign originates from the de�nition of ∆p =
p(y + ∆y)− p(y) where ∆p < 0.

−→
Fg: A component of the gravity force acts against the direction of �ow and is written

Fg = −ρg cos(α)A∆y.
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−→
Ff : The friction forces is anti-parallel to the direction of �ow; Ff = −F∆yπS, where

F is the shear-stress (force per length) exerted by the wall on the gas.

∆(m · u)

∆t
: The net momentum �ux is thus written,

∆(m · u)

∆y/u
=

((m · u)y+∆y − (m · u)y)u

∆y
=

(m · u2)y+∆y − (m · u2)y
∆y

=
∆(m · u2)

∆y
=

∆(Aρu2)

∆y

where the substitution of ∆t = ∆y/u is done according to the de�nition of �ow velocity;
u = dy/dt. Thus, the net momentum �ux ∆(Aρu2) is balancing the resultant force
acting on the slice segment.

The friction force is acting on the slice surface facing the well-bore. The friction
force is equal to the shear stress F , exerted on the area of the wall in interaction with
the gas, i.e. "Friction force" = "Shear stress" · "Area of wall". From this, we may
introduce the hydraulic diameter,

F · πS∆y = A
F

A/(πS)
∆y = A

F

dh
∆y, (6.5)

where S is the diameter of the gas conduit (A = π(S/2)2) and dh = S/4 is the hydraulic
diameter.

The concept of hydraulic diameter allows the generalization of the momentum bal-
ance to non-circular �ow conduits, e.g. for annular �ow between two concentric circular
�ow conduits.

The force equation, Eq. 6.4, can now be rewritten based on the above deductions.
Dividing by the length of the gas slice (∆y), we �nd

−(A∆p)

∆y
− gρ cos(α)A∆y

∆y
− AF/dh∆y

∆y
=

∆(uA · uρ)

∆y
. (6.6)

The �nite di�erence equation, Eq. 6.6, is converted into an ordinary di�erential
equation by assuming an in�nite decimal thin gas segment, i.e. ∆y → 0,

−dp
dy
− ρg cos(α)− F

dh
=

d

dy
ρu2. (6.7)

The shear stress at the wall is normally related to the friction against �uid �ow,
de�ned by the Fanning friction factor f , and the shear stress is de�ned [9],

F = 2fρu2. (6.8)

The Fanning friction factor depends on the Reynolds number Re and on the rough-
ness of the �ow conduit, as shown in the graph Figure 6.2. The Reynolds number
represents the ratio of inertial to viscous forces and is de�ned by

Re =
ρudh
µ

=
wdh
Aµ

, (6.9)

where µ is the gas viscosity. Note that the role of the hydraulic diameter in Eq. 6.9 is
to scale the �ow dimension, i.e. the distance between the �ow boundaries.
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The Reynolds number given as function of surface gas �ow conditions is written

Re =
wHCdh
Aµ

=
ρscqscdh
Aµ

(
1 +RV LG

qL
qsc

)
. (6.10)

The Fanning friction factor depends on the relative roughness of the well-bore wall
and on the gas �ow represented by the Reynolds number, through empirical relations as
shown in Figure 6.2. The relative roughness is de�ned as the wall roughness ε divided
by the diameter of the well, i.e. ε/S (ε/D in the �gure). A typical well-bore roughness
can be ε ∼ 0.02mm.

Figure 6.2: Moody friction factor as function of well-bore relative roughness and
Reynolds number. (Copied from J.Vincent-Genod, Fundamentals of pipeline engineer-
ing [18].) Notice that the Fanning friction factor is one-fourth of the Moody friction
factor.

Example: Typical Reynolds Number for Well-Bore Gas Flow

Eq. 6.10 can be used to determine the Fanning friction factor, where we
assume the volumetric condensate-gas ratio to be small, and much less than
unity.

The following set of data is considered to be typical for gas well �ow.

qsc = 106 Sm3/day ρsc = 3 kg/m3

dh/A = 1/πS and S = 0.15m
µ = 0.02 mPa · s = 0.02 · 10−3Pa · s
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The Reynolds number is therefore

Re =
106 [Sm3/day] 3 [kg/m3] 1/(π 0.15) [m−1]

0.02 10−3[Pa · s]

=
1061/(24 · 60 · 60) 3 · 1/(π 0.15)

0.02 · 10−3
' 4 · 106.

A typical well-bore roughness of ε = 0.02mm and diameter S = 0.15m,
gives a relative roughness equal to 0.00013. For Reynolds numbers in the or-
der of 1.0 107, we can safely expect the Fanning friction factor to be constant
for most well �ow rates, as can be observed from Figure 6.2.

.

For non-laminar �ow, which is the region of interest in producing gas wells, the
friction factor can be obtained from empirical charts of correlations. In the case of
partially-turbulent and fully-turbulent single phase �ow, a number of correlations have
been reported of which quite a few can be found in the book "Gas Production Engi-
neering" by Sanjay Kumar [11].

Two well known and often used empirical relations are listed below:

Colebrook's equation

1√
f

= 4.0 log

(
dh
ε

)
+ 2.28− 4.0 log

(
1 +

4.67

Re
√
f

dh
ε

)
. (6.11)

Wood's equation

f = a+ bRe−c, (6.12)

a = 0.026

(
ε

dh

)0.225

+ 0.133

(
ε

dh

)
,

b = 22

(
ε

dh

)0.44

and

c = 1.62

(
ε

dh

)0.134

.

The friction factors calculated in the Colebrook's - and in the Wood's equations
above are both the Fanning friction factor. When these friction factors are compared
with friction factors from the diagram in Figure 6.2, a factor of four is involved [15]
such that:

fFanning =
1

4
· fMoody.
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6.1.3 Real Gas Law

The gas density is de�ned by the real gas law and we write

ρ =
mg

V
=

Mgp

ZRT
, (6.13)

where mg and Mg are the average mass of gas and the average molecular mass. p and
T is the well pressure and temperature, respectively. Z is the gas z-factor and R is the
molar gas constant.

Since the mass �ow rate in Eq. 6.1 is assumed to be constant, i.e. w = ρuA =
constant, we may write the derivation term in Eq. 6.7 as

d

dy
ρu2 = ρu

du

dy
, (6.14)

where both ρu and A are constants. (Notice that no partial di�erentiation has been
done.)

Combining the equations from above; Eqs. 6.7 and 6.14, we obtain the well-bore
�ow equation

udu︸︷︷︸
kinetic

+
dp

ρ︸︷︷︸
pressure

+ g cos(α)dy︸ ︷︷ ︸
gravitation

+
2fu2

dh
dy︸ ︷︷ ︸

friction

= 0. (6.15)

Eq. 6.15 is the di�erential form of the extended Bernoulli equation applied to �ow
of a single-phase �uid (liquid or gas). The terms in Eq. 6.15 have the dimension of
energy per unit mass. The �rst three terms; kinetic, pressure and gravitation represent
the change in mechanical energy. The last term is energy dissipation per unit mass
due to friction forces. Hence, the extended Bernoulli equation can be interpreted as
describing the degradation of mechanical energy in the �ow direction as a result of
friction forces. For this reason, it is sometimes referred to as the non-conservation
equation of mechanical energy.

Following the assumption of constant mass �ow rate, i.e. w = ρuA =constant, we
may write the derivative du/dρ = −u/ρ. On the basis of the real gas law, the gas density
given by Eq. 6.13, can be di�erentiated and we get dρ = (Mg/RT )d(p/Z). Using the
above derivatives, we may write Eq. 6.15 as follows

w2

A2

RT

Mg
d

(
Z

p

)
+ dp+

Mg

RT
g cos(α)

p

Z
dy +

2f

dh

w2

A2

RT

Mg

Z

p
dy = 0. (6.16)

In Eq. 6.16 all parameters except from the pressure and the z-factor are considered
constant relative to the well-bore elevation y. Eq. 6.16 is the basic equation for �ow
of real gases in straight �ow conduits. The equation takes into account gravity, wall
friction and kinetic energy. However, it does not include any thermal e�ects such as
cooling due to gas expansion, frictional heating and heat exchange with the surround-
ings. Temperature gradients may thus be incorporated by solving the equation for a
pre de�ned and �xed temperature pro�le. In this way we can handle the non-uniform
well-bore temperatures that are commonly observed in well-bores.
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6.2 Pressure Distribution in Shut-In Wells

Let us �rst consider the simple problem of a static pressure distribution in a well-bore
�lled with natural reservoir gas. This problem is of direct practical relevance since
reservoir pressures are often determined by measuring the well-bore pressure in shut-in
wells and subsequently calculating the static pressure drop between the well-head and
the bottom of the well.

Under static conditions there is no gas �ow, w = 0 and Eq. 6.16 reduces to

dp+
Mg

RT
g cos(α)

p

Z
dy = 0. (6.17)

As a preliminary analysis of the pressure distribution in the well, we assume a
uniform temperature distribution in the well bore. Further, we ignore the pressure
dependence of the z-factor and replace the Z by some average and constant value Z.
Integration of Eq. 6.17 from the well bottom (y = 0) yields the pressure in the well at
elevation y

p = pbhe
−Ngpy/L, (6.18)

where pbh is the bottom-hole pressure at y = 0. Ngp is a dimensionless number de�ned
as

Ngp =
MggL cos(α)

ZRT
. (6.19)

The dimension-less number Ngp is a measure of the ratio of gravitational to pressure
forces. This fact is clearly stated by inspecting Eq. 6.15. L in Eqs. 6.18 and 6.19 is the
total length of the well-bore.

From Eq. 6.18 it follows that the pressure relation between the bottom-hole pressure
and the well-head pressure is given by

pwh = pbhe
−Ngp . (6.20)

Eq. 6.20 describes the static pressure distribution in a gas �lled well-bore of uniform
temperature. The equation is essentially the well known barometric height formula.

Eq. 6.18 is based on an average z-factor for the entire length interval of the well-
bore and should be considered a �rst approximation. For most practical purposes this
approximation is su�ciently accurate. In the case where better accuracy is required,
we can always subdivide the total well-bore length into a number of intervals and ap-
ply Eq. 6.18 successively to each individual interval. The total pressure drop is then
obtained by summation of the pressure drops of the individual intervals. By taking
su�ciently small intervals, any desired accuracy can be obtained.

Example: The E�ect of Varying z-factor

To evaluate the number Ngp, we require an average z-factor Z, which de-
pends on the calculated pressure distribution.

In order to evaluate the approximation done by applying an average
z-factor, we have to return to Eq. 6.18, which can be written.
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p = aeb/Z ,

where here a and b are constants.
Recognizing that Z is an average value, we may introduce an uncertainty

∆Z which re�ects the error done by substituting an average z-factor when
integrating along the well. Applying the principle of error propagation, we
are able to estimate the error in the pressure function by di�erentiating the
equation above and we get

∆p

p
= − b

Z

∆Z

Z
= +Ngp

∆Z

Z
.

Applying the following numerical constants

Mg = 0.027 kg/mol
L = 3000m g = 9.8m/s2 α = 0

Z = 1 R = 8.314 J/(mol ·K) T = (100 + 273)K

we �nd the number Ngp = 0.26.
If the relative uncertainty in the z-factor is estimated to be approximately

2%, we �nd the relative uncertainty in pressure equal to

∆p

p
= 0.26 · 0.02 = 0.005.

The relative uncertainty in estimating the wellhead pressure is therefore
reduced to about 0.5%.

Since the average z-factor occurs in the argument of the exponential
function it is not a particular sensitive parameter and in most practical cases
a single calculation, i.e. at the bottom-hole pressure, would be adequate.

.

6.2.1 Thermal E�ects in The Well-Bore

When a gas is close to its liquefaction temperature, the molecules are necessary close
enough to each other, so that their interaction energy will give a signi�cant contribution
to the total energy of the system. This contribution is negative. If we let the gas expand,
as in a con�ned volume of a well, the interaction energy will decrease in absolute value,
i.e. the gas total energy gets more positive, as work must be done against the attractive
forces. If there are no other sources for this work, it will have to originate from the
kinetic energy of the molecules of the gas and the gas will cool!

If all work is taken from the internal energy of the gas, i.e. an adiabatic process
(δQ = 0), the energy balance is

dU = −pdV, (6.21)

where U is the internal energy.
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For expansion in a con�ned volume we have: CV ≡ (dU/dT )V , where CV is the heat
capacity at constant volume. For an ideal gas (pV = nRT ), we may use the de�nition
of the heat capacity CV and Eq. 6.21, and we get

CV dT = −pdV = −nR
[
dT − T

p
dp

]
, (6.22)

which is rewritten

dT

T
=

nR

CV + nR

dp

p
. (6.23)

Using the fact that Cp − CV = nR for ideal gasses and that the ratio Cp/CV = γ,
integration of Eq. 6.23, yield

p(γ−1)/γ

T
= constant. (6.24)

The above equation says that any two states of an ideal gas can be connected by
a reversible adiabatic process, where the expansion process will produce the greatest
drop in temperature, while a reversible adiabatic compression between the two speci�ed
volumes produces the least increase in temperature [5].

Example: Well-Head Temperature for somewhat Idealized Gas

Flow

In the special case of reversible adiabatic �ow (isentropic �ow) of ideal gas
(no heat dissipation and frictionless �ow), i.e. free expansion of gas in the
well, - the temperature and the pressure in the well-bore are related through
the adiabatic law, given by Eq. 6.24, where γ is the ratio of the heat capacity
at constant pressure to the heat capacity at constant volume (Cp/CV ). p
and T are the pressure and temperature in the well stream. The adiabatic
law in Eq. 6.24, is deduced on the assumption of zero entropy change. The
formula can be found in most textbooks on thermodynamics [17, 5].

For a bottom-hole pressure pbh = 370 bar and a well-head pressure of
pwh = 100 bar, we may use Eq. 6.24 to estimate the well-head temperature
Twh when the reservoir or bottom-hole temperature is Tbh = 120oC. A
typical value of the adiabatic ratio for a polyatomic gas: γ = 1.3 (e.g.
Methane).

The adiabatic law Eq. 6.24 yields the following relation between the
pressure and temperature at the bottom of the well and at the well-head

p
(γ−1)/γ
bh

Tbh
=
p

(γ−1)/γ
wh

Twh
,

where some re-arrangement gives

Twh =

(
pwh
pbh

)(γ−1)/γ

Tbh,

and substituting the numerical values
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Twh =

(
100

370

)(1.3−1)/1.3

(120 + 273)oK = 290.6oK = 17.4oC.

The expansion of reservoir gas in the well will cause the gas temperature
to drop and in the case of ideal gas under isentropic conditions the tem-
perature decreases from 120oC to 17.4oC, which is then the limiting lowest
temperature possible.

.

6.2.2 E�ect of a Temperature Gradient

We may now proceed by including the e�ect of a temperature gradient and for simplicity
we will use a linear pro�le given by

T = Tbh −∆T
y

L
, (6.25)

where ∆T is the total temperature di�erence between bottom and top of the well and
where Tbh is the bottom-hole temperature (y = 0).

The temperature gradient is then

dT

dy
= −∆T

L
, (6.26)

where the gradient ∆T/L generally is the total temperature di�erence between bottom
hole and well head locations. This de�nition must not be confused with the de�nition
of the geothermal gradient, (∆T/L)G ∼ 30K/km, referred to in Figure 2.10. If the well
was treated as a cylindrical conduct, fully submerged in the subsurface and the well
�ow rate was low enough to minimize any temperature di�erence between well gas and
surroundings, - then the geothermal gradient could be used in Eq. 6.26.

In most real cases the gas well-head temperature is substantially higher than the
surrounding reservoir or rock temperature.

Inserting Eq. 6.26 in Eq. 6.17 we obtain

dp

p
=
MggL cos(α)

ZR∆T

dT

T
= Ngp

Tbh
∆T

dT

T
, (6.27)

where the dimensionless number is rede�ned; Ngp = (MggL cos(α))/(ZRTbh).
Integration of Eq. 6.27 from the bottom-hole yields

p

pbh
=

(
T

Tbh

)NgpTbh/∆T

=

(
1− ∆T

Tbh

y

L

)NgpTbh/∆T

, (6.28)

where we have used the de�nition Eq. 6.25 and where ∆T = Tbh − Twh is assumed
constant.

The well-head pressure is then given by

pwh = pbh

(
1− ∆T

Tbh

)NgpTbh/∆T

. (6.29)
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The pressure solution in Eq. 6.28 can further be discussed by restricting the solution
to three di�erent intervals of temperature gradient.

∆T ∼ 0

With basis in Eq. 6.29 we may turn back to the case of constant well-bore temperature,
i.e. ∆T → 0 (no temperature e�ect). Eq. 6.29 is then written

pwh = pbh lim
∆T→0

(
1− ∆T

Tbh

)NgpTbh/∆T

= pbhe
−Ngp , (6.30)

where we have used the mathematical result; limx→∞(1 − 1/x)−x = e, found in most
mathematical table books [8].

Eq. 6.30 is thus identical to Eq. 6.20, derived under the assumption of constant
well-bore temperature.

∆T > 0 and Ngp = ∆T/Tbh

In this limiting case, Eq. 6.28 reduces to

p(y) = pbh

(
1− ∆T

Tbh

y

L

)
= pbh

(
1−Ngp

y

L

)
. (6.31)

With a linear temperature gradient, ∆T/Tbh = Ngp, the gas pressure in the well-bore
is linearly decreasing with increasing well height y. Figure 6.3 shows the limiting case
in Eq. 6.31, where the dimensionless number Ngp is chosen equal to 0.2. The relative
elevation (y/L) is plotted as function of relative pressure (p/pbh). The pressure pro�le
Eq. 6.18, describing a uniform temperature distribution, i.e. zero temperature di�erence
(∆T = 0), is also shown in the plot. As can be seen form the plot, the pressure pro�le
for uniform temperature distribution (∆T = 0) is slightly concave upwards. That is,
relative pressure decrease is reduced as we move to the bottom of the well. This means
that the pressure gradient decreases with increasing depth, re�ecting an increase in gas
density with increasing depth, which again is a stable con�guration.

On the other hand and as shown in Figure 6.3, a temperature gradient (∆T 6= 0)
causes a larger total pressure drop in the well bore. This linear pressure drop can be
explained as a balance between a decrease in gas density due to gas expansion and a
reduction in gas density due to a decrease in temperature, which exactly balances each
other, i.e. the two e�ects of gas cooling and pressure release have the opposite e�ect
and cancel each other exactly. Density is decreasing due to cooling of the gas and at
the same time density of the gas is increasing due to the reduction in temperature in
the well.

When the temperature gradient in the well-bore exactly balances the dimensionless
number, ∆T/Tbh = Ngp, the pressure pro�le becomes exactly linear. Under this special
condition the gas density is constant in the well, where the e�ects of decreasing den-
sity due to pressure reduction is fully compensated by the increase in density due to
temperature reduction.
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Figure 6.3: Pressure pro�le as function of well-bore depth.

∆T/Tbh > Ngp and ∆T/Tbh < Ngp

We have in Figure 6.4, plotted Eq. 6.28 for the two cases where the temperature gradient
is greater and lower than the dimensionless number, where the number is chosen equal
to Ngp = 0.2 . The two curves seem to fall on either side of the linear temperature
gradient ∆T/Tbh = Ngp, with the ∆T/Tbh > Ngp curve below and the ∆T/Tbh < Ngp

curve above the strait line.
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Figure 6.4: Relative pressure versus depth pro�les.

Starting from the well-head position (at y/L = 1) in Figure 6.4, the ∆T/Tbh > Ngp

pressure curve is concave, increasingly curving with decreasing depth. Compared to the
strait line case, where the gas density is constant along the well length, a decreasing
pressure drop with decreasing well depth is observed, i.e. an increasing pressure gra-
dient. An increasing pressure gradient moving downwards in the well, would mean a
decreasing pressure gradient moving upwards in the well, which again would lead to the
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assumption of increase in gas density moving from bottom to the top of the well.

This condition where more dense gas rests on top of less dense gas, will in turn lead to
gravitational convection and is considered physically unstable. The situation described
with the curve ∆T/Tbh > Ngp, is therefore non-physical and does not represent a stable
well-bore situation. Consequently, Ngp must always be greater then ∆T/Tbh.

In practice; adoption of a simple linear temperature pro�le is usually adequate for
incorporating temperature e�ects in the calculations of vertical pressure distributions.
If for some reason this is not justi�ed, a non-linear temperature pro�le may be handled
by approximating the non-linear pro�le through a series of linear pro�les and applying
the pressure pro�le formula Eq. 6.28 successively to each individual segment.

Example: Static Pressure Pro�les

In the previous example we found a dimensionless number Ngp = 0.26 for a
3000 m deep well, where the bottom-hole pressure and temperature is 300
bar and 100oC, respectively.

Assuming a uniform and constant well temperature, will yield a well-head
pressure pwh in accordance to Eq. 6.20

pwh = pbhe
−Ngp = 300 bar · e−0.26 = 231.3 bar.

Assuming a linear temperature gradient, the well-head pressure is given
by Eq. 6.29, where the maximum stable temperature gradient is ∆T/Tbh =
Ngp. Eq. 6.29 reduces then to

pwh = pbh(1−Ngp) = 300 bar(1− 0.26) = 222 bar,

which is the maximum pressure drop in the well-bore and which coincide
with the pressure pro�les presented in Figure 6.3.

.

6.3 Rate Dependent Pressure Losses

In a producing a well, the dynamic pressure distribution is determined by the combined
e�ects of gravity, kinetic energy and wall friction, as described in Eq. 6.16. The latter
two terms in Eq. 6.16 give rise to pressure losses that depend on the �ow rate. Before
discussing the combined e�ects, i.e. the solution of Eq. 6.16, we shall �rst consider
the rate dependent pressure losses in isolation, in which gravity is absent. Since grav-
ity always is present, the purpose of this exercise is hypothetical and only meant to
demonstrate the important di�erence in scale between the terms in Eq. 6.16.

6.3.1 Uniform Temperature and No Gravity E�ect

In this special and hypothetical case we will assume uniform temperature distribution
in the well and omit the gravity term. Eq. 6.16 then transforms to
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Mg

ZRT
pdp+

w2

A2

[
p

Z
d

(
Z

p

)
+

2f

dh
dy

]
= 0, (6.32)

where Z = Z and f = f are assumed to be constants under integration in the well.

Integration from the well bottom to a position y in the well, yields

1

2

Mg

ZRT
(p2 − p2

bh) +
w2

A2

[
− ln

(
p

pbh

)
+

2f

dh
y

]
= 0, (6.33)

Eq. 6.33 is an implicit equation in pressure p and cannot be solved directly. In most
practical cases, however, the kinetic energy term − ln(p/pbh) is very small compared
to the friction term 2fy/dh and can be safely neglected. Neglecting the kinetic energy
term in Eqs. 6.32 and 6.33 we get

p2 − p2
bh +

4Zfw2RTL

A2dhMg

y

L
= 0, (6.34)

where the well pressure at position y is

p = pbh

√
1−Nfp

y

L
, Nfp =

4Zfw2RTL

A2dhMgp2
bh

, (6.35)

where the dimension-less number Nfp is characterizing the ratio of �ctional - over pres-
sure forces and is here considered to be a constant under integration along the �ow
path.

The well-head pressure pwh(y = L) is then

pwh = pbh
√

1−Nfp (6.36)

The pressure drop ∆p = pbh − pwh is seen to increase with increasing Nfp and has
its maximum for Nfp = 1. Figure 6.5 shows the pressure pro�le given by Eq. 6.35 as
function of the dimensionless number Nfp. The pressure pro�les are concave to the left,
re�ecting an decreased gradient in the �ow direction. This decreased gradient is caused
by the increase in volumetric velocity, which again increases friction. The total pressure
drop increases with increasing Nfp.

The restriction Nfp ≤ 1, deduced from Eqs. 6.35 and 6.36, leads to the acknowl-
edgement of a maximum possible �ow rate

w ≤

√
MgdhA2

4ZfRT

p2
bh

L
. (6.37)

The maximum possible �ow rate corresponds to a value Nfp = 1, for which Eqs. 6.35
and 6.36 still to be valid. Analysis of the relation between y and p/pbh, as given in
Eq. 6.35, shows that the value of Nfp corresponds to the highest possible pressure
gradient in the well.

For practical ranges of the parameters given in Eq. 6.37, a maximum �ow rate qsc,max
can be found. The relevance however, of such a maximum �ow rate is rather dubious,
at this early stage in the analysis.
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Figure 6.5: Relative pressure pro�le as a function of relative well height and as function
of Nfp.

Example: Comparing Friction with Kinetic Energy

The two terms describing well-bore friction and kinetic energy loss in Eq. 6.33,
can be compared by looking at the ratio,

− ln(pwh/pbh)

2fL/dh
,

where the integration in Eq. 6.33 is done over the whole well length.
Let us consider a gas reservoir being produced through a well being 3000

m (L = 3000m) and an average well diameter of 15 cm (S = 0.15m). The
well-head and bottom hole pressures are 30 bar and 300 bar, respectively.
Form Figure 6.2 we will �nd an average friction factor f = 0.01.

Substituting these number in the ratio above will then yield

− ln(30/300)

2 · 0.01 · 3000/(0.15/4)
= 0.0015,

which demonstrates that the kinetic energy term can be neglected.
.

6.3.2 Linear Temperature Variation and No Gravity E�ect

We now extend the above solution by taking into account a linear temperature pro�le
as described by Eqs. 6.25 and 6.26. Substituting Eq. 6.26 into Eq. 6.32 and omitting
the kinetic energy term, we obtain

Mg

ZRT
pdp− w2

A2

2f

dh

L

∆T
dT = 0, (6.38)

which reduces to
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pdp− 2Zfw2RL

A2dhMg∆T
TdT = 0. (6.39)

Replacement of the z-factor and the friction factor by their average values as seen
above and subsequent integration gives

p2
bh − p2 =

2Zfw2RL

A2dhMg∆T
(T 2
bh − T 2), (6.40)

which again reduces to

p = pbh

√
1− 4Zfw2RL

A2dhMg∆T

1

p2
bh

Tbh∆T
y

L
+

2Zfw2RL

A2dhMg∆T

1

p2
bh

∆T 2
y2

L2
. (6.41)

Rede�ning the dimensionless number Nfp as

Nfp =
4Zfw2RL

A2dhMg

Tbh
p2
bh

, (6.42)

we may write Eq. 6.41 as follows

p = pbh

√
1−Nfp

y

L
+Nfp

∆T

2Tbh

y2

L2
. (6.43)

From Eq. 6.43 it follows that for the relation between bottom-hole and well-head
pressure is

pwh = pbh

√
1−Nfp +Nfp

∆T

2Tbh
. (6.44)

In the special case of uniform well temperature, i.e. ∆T = 0, Eq. 6.44 reduces to
Eq. 6.36, where the dimensionless number Nfp has been rede�ned in Eq. 6.42.

Figure 6.6 illustrates the e�ect of temperature gradient equal to 0.2 on the pressure
pro�le for Nfp equal to 1 and 0.5, as compared to Figure 6.5. In both cases, the total
pressure drop is smaller in the case of a temperature gradient than for uniform well
temperature. This observation is just the opposite to the case of a static gas column, as
shown in Figures 6.3 and 6.4. The physical explanation is that a decreasing temperature
towards the top of the well, brings about an increase in the density, which results in
lower volumetric rates and consequently in less friction at the wall, i.e. reduced pressure
loss in the well-bore.

As for increasing the accuracy of the pressure loss prediction based on Eq. 6.43, the
comments made in the previous section also apply here. Accuracy might be enhanced
by subdivision of the well-bore length and the summation of the pressure losses for each
individual subdivision. Subdivision may also be required to accommodate non-linear
temperature pro�les and may also be seen as a step towards a more realistic simulation
of the actual well trajectory.
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Figure 6.6: Relative pressure versus relative well length for uniform and linear temper-
ature distribution.

6.4 Pressure Distribution in a Producing Well

Having derived solutions for the two cases where gravity and friction have been treated
separately as function of the pressure losses in the well-bore, we now turn to the task of
developing the solution in which both gravity and friction are included. This integrated
solution will be an approximate analytical solution of Eq. 6.16, based on the following
assumptions:

• Negligible change in kinetic energy (neglecting the kinetic term in Eq. 6.16).

• Linear temperature pro�le in the well: T = Tbh −∆T (y/L).

• Constant deviation angle: α = constant.

• Constant well-bore cross-section: A = constant.

• Constant z-factor: Z = Z.

• Constant friction factor: f = f .

This solution, �rst presented by Lingen [14], can be used as a basic building block
to construct more general and less restrictive solutions. Under the above assumptions
and when dy = −(L/∆T )dT , Eq. 6.16 can be solved as follows.

Omitting the kinetic energy term, Eq. 6.16 is written

dp−
(
Mgg cos(α)

ZR

L

∆T

p

T
+

2fw2ZR

A2dhMg

L

∆T

T

p

)
dT = 0. (6.45)

Substituting for the demensionless numbers Ngp and Nfp in Eq. 6.45 yields

dp−
(
Ngp

Tbh
∆T

p

T
+Nfp

1

2

1

Tbh

p2
bh

∆T

T

p

)
dT = 0, (6.46)
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which can be written

dp−
(
K1

p

T
+K2

T

p

)
dT = 0, (6.47)

where K1 and K2 are constants equal to

K1 = Ngp
Tbh
∆T

(6.48)

K2 = Nfp
p2
bh

2Tbh∆T
(6.49)

Eq. 6.47 is solved by introducing a new variable s = p/T and the derivative dp =
d(sT ) = sdT + Tds.

The pressure equation; Eq. 6.47 is then written

sdT + Tds−
(
K1s+K2

1

s

)
dT = 0. (6.50)

Separating this equation with respect to variables in T and s yields

dT

T
=

1

K1 − 1

sds

s2 +K3
, K3 =

K2

K1 − 1
. (6.51)

Integration of Eq. 6.51 gives

lnT =
1

K1 − 1

1

2
ln(s2 +K3) + constant. (6.52)

Substitution for s = p/T gives

lnT =
1

2(K1 − 1)
ln

(
p2

T 2
+K3

)
+ constant. (6.53)

Introducing integration limits: p→ pbh and T → Tbh we get

ln
T

Tbh
=

1

2(K1 − 1)
ln

(p/T )2 +K3

(pbh/Tbh)2 +K3
. (6.54)

The logarithmic terms in Eq. 6.54 are easily removed and we get(
T

Tbh

)2(K1+1)

=
(p2/T 2) +K3

(p2
bh/T

2
bh) +K3

. (6.55)

Expressing Eq. 6.55 in terms of pressure on the left hand side and temperature and
constants on the right, we get

p = pbh

√√√√( T

Tbh

)2K1

+K3
T 2

p2
bh

[(
T

Tbh

)2(K1−1)

− 1

]
, (6.56)

where the constants K1, K2 and K3 are de�ned by Eqs. 6.48, 6.49 and 6.51, respectively.
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Example: Dimensionless numbers; Ngp and Nfp.

Nearly all parameters involved in the calculation of pressure behaviour in
the well-bore are lumped together in two dimensionless numbers; Ngp and
Nfp.

Subdividing these parameters in gas related and well-bore related pa-
rameters, we get:

Mg = 0.027 kg/mol Z = 1 R = 8.314 J/(mol ·K)
Tbh = 393K pbh = 300 bar
ω = (ρg · q)sc = 1.5 · 1 · 106 kg/day

where the gas density at standard conditions is 1.5 kg/m3,

L = 3000m g = 9.8m/s2 α = 0

f = 0.01/4 dh(S = 0.15m) = 0.15/4m A = π · (S/2)2 = 0.018m2

Using the de�nitions implied in Eq. 6.46,

Ngp =
Mg · g cos(α)L

ZRTbh
,

Nfp =
4fω2ZRTbhL

A2dhMgP 2
bh

,

we �nd typical numbers; Ngp = 0.24 and Nfp = 0.10.

Notice that the dimensionless number Nfp is less than unity as expected
in the case of constant temperature in the well-bore, see Eq. 6.36.

Notice also that the dimensionless number Ngp represents the ratio of
gravitational to pressure forces, while Nfp represents the ratio of friction
forces to the pressure forces. In practice, tubing diameters are commonly
chosen such that pressure loss due to friction is smaller than the gravitational
loss. Consequently, the friction number should be smaller than the gravity
number.

.

The pressure equation Eq. 6.56, may be written in terms of well length position y,
simply by using the de�nition of linear temperature pro�le. Applying the de�nition of
the constants; K1, K2 and K3, we �nd,

p =pbh

√(
1− ∆T

Tbh

y

L

)2Ngp/(∆T/Tbh)

+
Nfp

2(Ngp − (∆T/Tbh))

(
1− ∆T

Tbh

y

L

)2
[(

1− ∆T

Tbh

y

L

)2(Ngp/(∆T/Tbh)−1)

− 1

]
.

(6.57)
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Figure 6.7: Relative pressure versus relative well length for all e�ects included.

Data taken from the example above is used when Eq. 6.57 is plotted as in Figure 6.7.
In this plot, a "normal" temperature gradient ∆T/Tbh = 0.3 is compared to the case of
constant well-bore temperature, ∆T/Tbh = 0 and the limiting case of ∆T/Tbh = 1.

It is interesting to notice that a "normal" well-bore pressure pro�le behaves quite
similar to the case of constant well-bore temperature. We may therefore conclude that
the gas cooling e�ect caused by a decreasing well gas temperature, which again leads
to an increased gas density, will reduce the gas �ow rate and therefore also reduce the
friction loss, to such a degree that the two e�ects seem to cancel out each other.

The assumptions introduced to derive the solution given by Eqs. 6.56 and 6.57 might
be too restrictive for some practical situations. In those cases it is always possible to
subdivide the well-bore into a number of length elements such that the assumptions
made are valid. The solution for the entire well-bore is then obtained by applying
Eq. 6.56 and 6.57 successively to the pressure pro�le in the well-bore with e.g. varying
deviation angle, varying well-bore cross-section, non-linear temperature pro�le, varying
z-factor caused by a pronounced pressure and temperature gradient in the well or varying
friction factor along the well length.

6.5 Multi-Phase Flow

So far, we have dealt with single-phase gas �ow. In practice, however, well streams
usually contain liquid condensate and/or water. Generally, the relative liquid content
of the well stream is rather small. Because of low liquid content, together with high
�ow rates in producing gas wells, the liquids could be considered to be homogeneously
dispersed in the gas, in the form of a mist �ow.

Under these conditions, the �owing mixture of gas and liquid may be considered a
homogeneous single-phase �uid with corresponding homogeneous �uid properties. This,
then suggests that the �ow behavior of a gas-liquid mixture in a well-bore can be
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described in terms of a single-phase �ow. The conditions is thus that appropriate
corrections and modi�cations are included, to re�ect the properties of the pseudo-
homogeneous �uid. To determine these modi�cations we shall examine how the basic
�ow equation is a�ected when applied to the �ow of pseudo-homogeneous gas-liquid
mixtures.

We start this investigation with the extended Bernoulli equation, Eq. 6.15, which
when omitting the kinetic energy term, for a pseudo-homogeneous gas-liquid mixture
can be written

dp

ρm
+ g cos(α)dy +

2fmu
2
m

dh
= 0, (6.58)

where the subscript m denotes the mixture.
As can be seen from the Bernoulli equation, above, the mixture speci�c parameters

that have to be evaluated for the gas-condensate-water mixture are; the density ρm, the
volumetric velocity um and the friction factor fm. For reasons that will become clear, we
shall �rst consider gas-condensate mixtures and then expand to gas-condensate-water
mixtures.

6.5.1 Gas-Condensate Mixtures

In the case of gas-condensate mixtures, the properties of the pseudo-homogeneous �uid
in the well-bore may be taken as identical to those of the single-phase recombined
hydrocarbon �uid, i.e. the �uid obtained from recombining the well stream gas and
liquid in the same proportion as they are produced. This means that the mixture
density may be taken equal to the density of the recombined gas, and we get

ρm = (ρ =)
Mmp

ZmRT
, (6.59)

where Mm is the molecular mass and Zm is the z-factor of the recombined �uid of gas
and liquid.

The mass �ow rate of the gas-condensate mixture is equal to the sum of the mass
�ow rate of dry gas and condensate, therefore

wm = (w =)ρmumA, (6.60)

where ρm and um are the mixture density and volumetric velocity, respectively.
The volumetric velocity is therefore given as

um =
wm
ρmA

, (6.61)

expressing the fact that the liquid condensate and the dry gas are �owing together.
As for the friction factor we assume that the single-phase friction factor also apply

to pseudo-homogeneous mixtures and thus depend on the relative roughness and the
Reynolds number as given by Eq. 6.9. Taking the mixture viscosity equal to the viscosity
of the recombined gas, we �nd the Reynolds number for the mixture

Rem =
ρmumdh
µm

. (6.62)
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The Reynolds number for the gas-condensate mixture is then equal to the Reynolds
number for the recombined gas. hence, the friction factor for the mixture is the same
as for the recombined gas, i.e.

fm = f. (6.63)

The assumption that the viscosity of the mixture is equal to the single-phase gas
viscosity is not very critical. Friction factors at high Reynolds numbers are generally
near constant and not very sensitive to the actual value of the Reynolds number. The
viscosity at high Reynolds numbers is well de�ned, as can be seen from Figure 6.2.

If we introduce the mixture density from Eq. 6.59, the volumetric velocity Eq. 6.61
and the friction factor Eq. 6.63 into the Bernoulli equation Eq. 6.58 and eliminate the
gas density by means of Eq. 6.59, we end up with exactly the same equation as for
single-phase gas �ow in Eq. 6.16. Therefore the previous derived solution for single
gas �ow in producing wells Eqs. 6.56 and 6.57 may also be applied to the �ow of gas-
condensate mixtures, provided the �uid properties; the z-factor and the viscosity, are
evaluated for the recombined gas mixture. This restriction is identical with what we
already have done when the gas properties has been evaluated at conditions similar to
the prevailing conditions in the well, where all liquid condensate is dissolved in the dry
gas.

6.5.2 Gas-Condensate-Water Mixtures

We shall now consider mixtures of gas, condensate and water. As we have seen above,
the gas and condensate in the mixture may be represented by the recombined gas. This
means that the mixture of gas, condensate and water can be considered as a mixture of
recombined gas and water. In the following, the term gas therefore means recombined
gas.

Let the water content of the pseudo-homogeneous gas-water mixture be given by
a volume fraction ε, where ε is the relative volume of water to the volume of gas and
water

ε =
Vw

Vg + Vw
, (6.64)

where Vg is the volume of the recombined mixture of gas and liquid condensate.

If we choose to consider a small cylindrical section of the well stream, we may de�ne
the mass of the gas and water contained in the cylindrical element as

mg +mw = ρm(Vw + Vg), (6.65)

where the subscripts w and g stands for water and gas, respectively, while the subscript
m is the mixture of gas and water. Using the de�nition m = ρV and the de�nition
Eq. 6.64, we may express the density of the mixture as

ρm = ρwε+ ρg(1− ε) = ρg

(
1− ε+

ρw
ρg
ε

)
. (6.66)
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Based on Eq. 6.64 and the de�nition of the volume �ow rate q = dV/dt, the water
�ow rate is written

qw = ε(qw + qg), (6.67)

Combining the mixture density Eq. 6.66 and Eq. 6.67 we arrive at

ρm = ρg

(
1− qw

qw + qg
+
ρw
ρg

qw
qw + qg

)
, (6.68)

where we generally have that the volumetric velocity of water is much less than the
volumetric velocity of gas, i.e. qw � qg. We may therefore approximate Eq. 6.68 by

ρm ' ρg
(

1 +
ρwqw
ρgqg

)
= ρg

(
1 +

ww
wg

)
= ρgFw, (6.69)

where Fw = 1 + ww/wg is the water correction factor.

For a given ratio of producing water-gas �ow, the factor Fw is constant. Hence the
density of the gas-water mixture equals the single-phase gas density times the constant
factor Fw. The implication of the water correction factor is therefore as follows:

wm = ρmumA

= wg + ww = wg

(
1 +

ww
wg

)
= wgFw, (6.70)

um =
wm
ρmA

=
wgFw
ρgFwA

=
wg
ρA

= ug, (6.71)

Rem =
ρmumdh
µm

=
ρgFwugdh

µg
= RegFw, (6.72)

where Reg is Reynolds number for the recombined gas.

The friction factor for the gas-water mixture is to be evaluated at the appropriate
Reynolds number for that mixture. If we assume the viscosity of the gas is not a�ected
by the water content in the mixture, - then the Reynolds number for the mixture follows
from multiplication of the single-phase gas Reynolds number and we may use the water
correction factor, as shown in Eq. 6.72.

Substitution of the mixture density Eq. 6.69 and the volumetric velocity Eq. 6.71
in to the Bernoulli equation Eq. 6.58 and using Eq. 6.59 for the gas density, we then
obtain for the basic �ow equation for pseudo-homogeneous water-gas mixtures

dp+
Mgp

ZRT
g cos(α)Fwdy + 2fm

ZRT

Mgp

w2
g

A2dh
Fwdy = 0. (6.73)

Comparing Eq. 6.73 with the equation for pure single-phase �ow of real gas Eq. 6.58,
we observe that in the pseudo-single-phase �ow equation, the gravity term and the fric-
tion term are both multiplied by the constant water correction factor Fw, and that the
friction factor is to be evaluated for the mixture Reynolds number. Consequently, the
solution obtained for pure single-phase �ow in producing wells, Eq. 6.56, also apply to
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pseudo-single-phase �ow, provided the dimensionless numbers Ngp and Nfp are replaced
by the corresponding dimension-less numbers for the gas-water mixture as given below

Ngp,m =
MggL cos(α)

ZRTbh
Fw, (6.74)

Nfp,m =
4Zfw2

gRTbhL

p2
bhA

2dhMg
Fw, (6.75)

where f is the average friction factor in the �ow conduit for the gas-water mixture.

Hence, the gravity number for the water-gas mixture follows from multiplying the
gravity number for the recombined gas by the water correction factor. The friction
factor for the mixture includes a modi�ed friction factor and also contains the water
correction factor.

6.6 Liquid Accumulation in Gas Wells

Gas wells producing dry gas have normally a low pressure drop from bottom to top,
especially at low well rates. When liquids are introduced into the well, this pressure
drop will increase. The total pressure drop in the well is primarily, as we have seen,
the sum of the pressure drop from elevation (weight of the �uids) and friction. For
a correctly sized well tubing, the friction term is small compared to the gravitational
term. Therefore, - liquid loading in the well-bore has a direct impact on the total �owing
pressure drop in the well.

When a gas well produces under mist �ow conditions where several phases are
present, a minimum �ow rate is necessary below which the liquids cannot be unloaded to
the surface, i.e. there exists a minimum unloading rate. For rates below the minimum
unloading rate liquids will accumulate at the bottom of the well and will eventually
prevent gas from �owing into the well.

Turner et al. [16] have developed a mechanistic model where transport of liquid in
gas wells do occur by small liquid droplets contained in the gas stream. To estimate
the minimum unloading rate, the following arguments has been proposed.

Condensate liquid and/or water are thought to be homogeneous distributed in the
dry gas as small droplets of a certain diameter. To maintain the distribution of droplets
in the gas, the dry gas velocity must exceed the terminal free-fall velocity of droplets in
the stagnant gas. Droplet terminal free-fall velocity in dry gas is given as

vf =

√
4

3

∆ρgd

ρgCd
, (6.76)

where vf is the free-fall velocity. ρg is the dry gas density while ∆ρ is the density
di�erence between liquid and gas. d is the diameter of the droplet and Cd is the drag
coe�cient, which again depends on the Reynolds number, where

Re =
ρgvfd

µg
, (6.77)
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where µg is the gas viscosity. For Reynolds numbers in excess of 1000 the drag coe�cient
may be taken as a constant; Cd ∼ 0.43, as proposed by Beek and Mutzall et al. [3]
Eq. 6.76 can be easily derived when the dynamical drag-force on a spherical droplet in
gas is found to be,

FS = Cdπr
2ρg

v2

2
. (6.78)

Eq. 6.76 shows that the free-fall velocity of a liquid droplet in a stagnant gas increases
with increasing diameter of the droplet. There exist an upper limit for the size of free-
falling droplets and this upper limit is determined by the competition between the
inertial forces that tend to deform the droplet and the interfacial forces that resist this
deformation. The ratio of the inertial forces and the interfacial forces is expressed by

WE =
ρgv

2
fd

σ
, (6.79)

where WE is the Weber number and σ is the interfacial tension between gas and liquid.

Experiments have indicated that stable drops exist for values of the Weber number
up to about 30. Therefore, the maximum diameter of a stable free-falling droplet is

dmax =
30σ

ρgv2
f

. (6.80)

Combining Eqs. 6.76 and 6.80 and the fact that Cd ∼ 0.43, we obtain for the terminal
free-fall velocity vf (for the largest stable droplets),

vf,max =

(
40

∆ρgσ

ρ2
gCd

)1/4

= 3.1

(
∆ρgσ

ρ2
g

)1/4

. (6.81)

Theoretically the minimum unloading velocity in a gas well is equal to the free-fall
velocity of the largest stable drop. Experimental data have indicated that the actual
minimum velocity is about 16% higher than stated in Eq. 6.81 and we therefore have
the minimum unloading velocity

umin = 3.6

(
∆ρgσ

ρ2
g

)1/4

, (6.82)

where umin is the limiting gas �ow velocity in the well-bore.

The minimum unloading �ow rate, in terms of gas rate at standard conditions, is
thus

qsc,min =
qminρg
ρsc

=
uminAρg
ρsc

= A
ρg
ρsc

3.6

(
∆ρgσ

ρ2
g

)1/4

= 3.6A

√
ρg

ρsc
(∆ρgσ)1/4, (6.83)
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where qsc,min is the minimum unloading rate at standard conditions. A is the cross-
section of the �ow conduit and ρsc is the dry gas density at standard conditions.

According to Eq. 6.83, the minimum volumetric unloading rate increases for most
practical cases with increasing gas density, i.e. a lighter gas is able to lift relative more
liquids than a denser gas. Since the highest gas density in the �owing well occurs at
the bottom of the well where the pressure is the highest, the minimum unloading rate
should therefore be evaluated at bottom-hole conditions.

As can be seen from Eq. 6.83, the unloading rates for water and condensate are
di�erent because of the di�erent interfacial tension and the density di�erence. Since
interfacial tension and density di�erence for water-gas systems are generally higher than
for condensate-gas systems, the unloading rate for water is larger than for condensate.
Hence, if both condensate and water are present in the well-bore, water will be the
controlling �uid. As both parameters occur in Eq. 6.83 as the fourth root, however, the
di�erence in unloading rates will not be very pronounced.

Example: Minimum Unloading Rate

A well with an average well diameter equal to 15 cm, is producing gas from
a gas-condensate reservoir. The reservoir gas density is ρg = 300 kg/m3 and
at standard conditions ρsc = 3 kg/m3.

For water in gas systems, the interfacial tension σwg, can be estimated
from correlations [19] that link σwg to the water-gas density di�erence ∆ρwg

σwg[N/m] = 0.0150 + 5.7 · 10−5ρwg[kg/m
3]. (6.84)

When the density di�erence ∆ρwg = 700 kg/m3, Eq. 6.84 gives a inter-
facial tension σ = 54.9 · 10−3N/m

Using Eq. 6.83 we �nd the minimum unloading rate at standard condi-
tions

qsc,min = 3.6π

(
0.15

2

)2 √300

3
(700 · 9.8 · 54.9 · 10−3)1/4 = 1.6167

The minimum unloading rate is 1.6167 m3/s, or in terms of �eld units
(commonly used): 1.4 · 105 Sm3/day.

.

All gas wells will cease production as the reservoir pressure depletes. The presence
of liquids can reduce production even faster. Keeping the well rate above the minimum
unloading rate will secure production until actions must be taken to prolong the life of
the well. When the gas velocity begins to drop, the well �ow can become erratic with
slug or bubble �ow. This happens because an increasingly larger fraction of the tubing
volume is �lled with liquid. As liquid accumulates, an increased pbh could reduce liquid
loading.

Several actions can be taken to reduce or prevent liquid loading [13]:
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• Flow the well at a high velocity to stay in the mist �ow by use of smaller tubing
or by creating a lower well head pressure.

• Pump or gas lift the liquids out of the well. Here are many possible variations [7].

• Foam the liquids, enabling the gas to lift liquids from the well.

• Inject water into an underlying disposal zone.

• Prevent liquids formations or production into the well (e.g., seal o� water zone or
use insulation or heat to prevent condensation).

If liquid accumulation in the �ow path can be reduced, then pbh will be reduced and
production increased.

6.7 Simulation Examples

In this example, as in the previous, we have chosen a reservoir hydrocarbon pore volume
Vp = 4 · 106Rm3 and a initial terminal �ow rate qg = 5 · 105 Sm2/day. The gas is
produced towards a minimum well-head pressure pwh,min = 20 bar. The simulation is
performed in accordance to data as presented above.

Figure 6.8: Pressure pro�les as function of time.

Figure 6.8 shows the pressure pro�les; the average reservoir (block) pressure, the
bottom-hole pressure and the well-head pressure as function of time at constant gas
rate. In order to distinguish between the average block pressure and the bottom-hole
pressure in the �gure, we have chosen a reservoir permeability k = 20mD, considered
to be on the low side.

The well-head pressure as seen in Figure 6.8 is considerable less, in particular at
early times, than the bottom hole pressure. As time passes and more and more gas is
produced, the pressure di�erence becomes less. The fact that the gas becomes lighter
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and lighter due to condensation in the reservoir is not alone enough to explain this
pressure behavior.

Since the bottom-hole pressure is gradually decreasing, the pressure drop in the well
must also decrease, due to the fact that the well-head pressure is related to a constant
terminal pressure (atmospheric pressure). The well-head pressure is therefore squeezed
between the constant terminal pressure, (here the minimum well-head pressure) and the
decreasing bottom-hole pressure. As the bottom hole pressure approaches the terminal
pressure, so must the well head pressure and therefore it is quite natural for the two
pressure to converge towards each other as shown in Figure 6.8.

6.7.1 Well-Head Pressure as Function of Dip Angle

Figure 6.9 shows the well-head pressure as function of time for dip angles of 0 degrees
(vertical well) and 45 degrees. In the two cases, the well length has been kept constant,
i.e. the elevation height for a dip angle of 45 degrees is therefore only half the elevation
height for a vertical well. The pressure drop for the inclined well is therefore less than
for the vertical well, simply because the bottom-hole pressure is lifting the gas only
half the vertical distance, compared to the vertical well. The well-head pressure for the
inclined well is therefore higher than for the vertical well.

Figure 6.9: Well-head pressure as function of time for vertical well and inclined well.

The pressure drop in a well is the sum of the pressure drop caused by friction loss
against the well wall and transport of gas in the gravitational �eld. In Figure 6.9, the
fractional pressure loss is the same in the two cases, since the well length is the same.
The pressure loss due to gravitation is only half in the inclined well case compared to
the vertical well and this pressure di�erence is what is observed in Figure 6.9.

The reason for the asymptotic pressure development with time, seen in Figure 6.9,
follows the same type of arguments as presented above when explaining the pressure
di�erence between the bottom-hole pressure and the well-head pressure in Figure 6.8;
since the pressure di�erence between the bottom-hole pressure and the terminal pressure
approaches zero with time, so must all other pressures measured along the well bore
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length.

6.7.2 Well-Head Pressure as Function of Time for Two Di�erent Well
Flow Rates

Figure 6.10 shows the well-head pressure for two di�erent well-head �ow rates, namely 5·
105 Sm3/day and 3.5 ·105 Sm3/day. When the �ow rate is reduced, less gas is produced
per time and consequently the time needed to produce the gas in place increases. At
zero time the two pressures are equal and since the general pressure drop in the reservoir
is lower for lower rates, the well-head pressure will always be lower in the high rate case,
as seen in the �gure.

Figure 6.10: Well-head pressure as function of time for two di�erent well �ow rates.

6.7.3 Well-Head Pressure as Function of Time for Two Di�erent Well-
Bore Diameters.

When the well-bore diameter is reduced, as shown in Figure 6.11, it can be expected
that the pressure drop in the well-bore will increase. In order to force the same amount
of gas (same gas rate) through a reduced well-bore cross-section will cause the pressure
drop per well length to increase.

Another way to look at it, is to observe that the well-bore pressure in Eq. 6.56
depends on the constants given in Eqs. 6.74 and 6.75, where the constant in Eq. 6.75
varies with the third power of the diameter. When the diameter decreases, Nfp increases
and thus, the well head pressure will decrease.

Since the pressure drop is somewhat higher in the more narrow well bore, the well-
head pressure will be slightly lower. The pressure pro�le for the narrow well will there-
fore always be lower than compared to the pressure pro�le of the well with larger
well-bore cross-section. Since relatively more energy is used for lifting the gas in the
narrow well, the minimum well-head pressure is reached sooner in this well, compared
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Figure 6.11: Well-head pressure as function of time for two di�erent well-bore diameters.

to the wider well. Therefore, the production of gas must be abandoned earlier in the
narrower well.

6.7.4 Well-Head Pressure as Function of Time for Associated Water
Production

Water produced together with the gas will increase the pressure drop in the well, since
more energy is needed to lift the water from the reservoir to the surface. Higher pres-
sure drop in the well means lower well-head pressure, as shown in Figure 6.12. As
can be seen from Figure 6.12, the water production drastically reduce the well-head
pressure. Increased associated water production will therefore eventually kill the well
by bringing the well-head pressure below the minimum well head pressure much faster
than otherwise would be the case.

Wp is normally cumulative produced water at the surface. In these calculations,
however, Wp is related to gas production and the number Wp = 0.002 means that the
water produced is 0.2 % of the gas produced, measured in Sm3.

6.8 Heat Losses in Producing Well

In section 6.1, we derived the basic Equation 6.15, describing �ow of real gas in a
straight conduit, taking into account gravity, wall friction and kinetic energy. What is
not accounted for in this equation are thermal e�ects such as cooling of the gas by gas
expansion and heat exchange with the surrounding reservoir, - which is the topic of this
section.

In Eq. 6.15, an "ad hoc" assumption was made about the temperature pro�le in the
well, where a linear temperature decline pro�le from the bottom-hole to the well-head
position was de�ned; T (y) = Tbh−∆T · y/L. Here ∆T = Tbh−Twh, is the temperature
di�erence along the well length L. The linear temperature pro�le is assumed to represent



232 CHAPTER 6. GAS WELL-BORE FLOW

Figure 6.12: well-head pressure as function of time for associate water production.

the heat losses to the surroundings along the well. Combining the Bernoulli equation and
the above linear temperature pro�le, gives the pressure solution in the well as function
of elevation, as we have seen in Eq. 6.57. Our strategy in this section is identical to the
above mentioned, as we will develop the temperature pro�le T (y), and then substitute
this equation into the Bernoulli equation. The solution yields a pressure solution for a
straight �ow conduit of constant diameter.

We will in the following assume a possible heat loss, radially directed, relative to
the well-bore, as depicted in Figure 6.13

6.8.1 Basic Thermodynamics

The �rst law of thermodynamics states that the heat delivered to a system is equal to
the work done by the system on the surroundings when the internal energy of the system
remains unchanged, as depicted in Figure 6.13. Generally, the �rst law is formulated;

dU = δQ− δW, (6.85)

where δQ is the heat transported to the system and δW is the work done by the system.

In Figure 6.13, the heat exchange is drawn as if the heat is delivered to the system,
while we would expect the exchange of heat to pass from the well to the surroundings
since the temperature of well-bore gas in a producing well would be higher than in
the surrounding formation. This means that the heat �ow, as shown in Figure 6.13, is
negative.

The work done on the surroundings is de�ned as volumetric work plus work related
to elevation,

δW = pdV + δWe, (6.86)
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Figure 6.13: Heat and work �ow: a) Section of well with heat �ow and gravity force.
b) System of gas volume element and energy, heat and work balance (1. law of thermo-
dynamics).

where δWe = mg cos(α)dy is the work needed to elevate the mass element m a distance
dy.

We will assume the heat exchange to take place at an elevation y, i.e. we will solve
the heat exchange problem at a �xed elevation. Under stable �owing conditions, the
pressure is considered constant (at any elevation) at this elevation and dp = 0. The
�rst law can then be written,

dU + (pdV + V dp) = δQ−mg cos(α)dy, (6.87)

Notice that the term V dp in the equation above is added (by hand), as V dp = 0.

Using the de�nition of Enthalpy, H = U + pV , the above equation is written,

dH = δQ−mg cos(α)dy, (6.88)

where the heat added to the gas, δQ minus the potential energy of elevation is equal to
the change in enthalpy.

Eq. 6.88 shows why enthalpy is preferred over internal energy in describing systems
at constant pressure. In many laboratory experiments pressure is constant and very
often equal to the atmospheric pressure, which again makes data from these experi-
ments more easily accessible. Enthalpy data is therefore readily measured at laboratory
conditions.

The enthalpy is a thermodynamic function dependent on pressure and temperature;
H = H(p, T ). Di�erentiating H gives,
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dH =

(
∂H

∂T

)
p

dT +

(
∂H

∂p

)
T

dp, (6.89)

where (∂H/∂T )p is the isobaric heat capacity (at constant pressure); Cp = (∂H/∂T )p.
The heat capacity can be measured in the laboratory or made available through PVT
simulations, using the preferred equation of state.

In some thermodynamic experiments, enthalpy is considered unchanged, i.e. dH =
0. In the Joule-Thomson experiment gas is expanding through a porous plate (or
diaphragm) and a pressure drop, ∆p, is created over the plate. A temperature di�erence,
∆T , is also observed across the plate and the ratio ∆T/∆p is characterizing this kind
of experiments. This ratio is de�ned as the Joule-Thomson coe�cient,

ηJT =

(
∂T

∂p

)
h

, (6.90)

where the subscript h indicates a process at constant entropy. ηJT can be positive
as well as negative. Negative values of ηJT are typically found for low temperature
and high pressure. Note that the change to lower-case letters is indicating volume
speci�c quantities, i.e. divided by number of moles. ηJT is also accessible through PVT
simulations as is the case of cp. Notice: Cp = n·cp, where cp is the speci�c heat capacity.
(The Joule-Thomson experiment is described in most books on thermodynamics or
books on physical chemistry [5, 17, 12, 2].)

When dh = 0, Eq. 6.89 becomes

0 = cpdT +

(
∂h

∂p

)
T

dp, (6.91)

and (
∂h

∂p

)
T

= −cp
(
∂T

∂p

)
h

= −cpηJT . (6.92)

The enthalpy de�ned in Eq. 6.89 is therefore written

dh = cpdT − cpηJTdp, (6.93)

where both thermodynamic parameters cp and ηJT can be found from PVT simulations
or laboratory experiments.

6.8.2 Temperature in Well-Bore Flow

The heat �ow from the surroundings into the volume element, as depicted in Figure 6.13,
is then written,

δqQ = cpdT − cpηJTdp+Mgg cos(α)dy, (6.94)

where m = n ·Mg and Mg is the average molecule mass of the gas and δQ = n · δqQ.
Substituting Eq. 6.94 into the basic mechanical �ow equation, Eq. 6.16, with sub-

stituting the pressure drop dp and neglecting the kinetic term in Eq. 6.16, we get
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cpdT +Mgg cos(α)dy − δqQ
cpηJT

+
Mg cos(α)

RT

p

Z
dy +

2f

dh

w2

A2

RT

Mg

Z

p
dy = 0. (6.95)

Rearranging Eq. 6.95 and introducing dimensionless temperature and well position,
yields

dTD +

[
ZR

cp
+ ηJT

p

T

]
NgpdyD +

[
1

2
ηJT

T

p

p2
bh

T 2
bh

]
NfpdyD =

1

cp

δqQ
Tbh

, (6.96)

where dimensionless temperature TD = T/Tbh and position yD = y/L are de�ned
accordingly. The dimensionless numbers Ngp and Nfp de�ned below, is taken for the
example on page 219.

Ngp =
Mg · g cos(α)L

ZRTbh
,

Nfp =
4fω2ZRTbhL

A2dhMgP 2
bh

,

where Ngp is the ratio between gravitational and pressure forces, while Nfp is the ratio
between the friction and the pressure forces. (Commonly tubing dimensions are chosen
such that the well friction pressure loss is kept lower than the gravitational pressure
loss.)

From Eq. 6.96 we observe that the group of functions contained in each parenthesis
are dimensionless. We may further de�ne two dimensionless functions Ψ and Ω, as
proposed by Hagoort [10] and we get

dTD + ΨNgpdyD + Ω
1

2

p2
bh

T 2
bh

NfpdyD =
1

cp

δqQ
Tbh

, where (6.97)

Ψ =

[
ZR

cp
+ ηJT

p

T

]
, and

Ω = ηJT
T

p
,

Ψ(p, T ) is dimensionless and Ω(p, T ) is a function with the dimension [K2/bar2]. Both
functions are thermodynamic functions de�ned by the �owing gas. Since δqQ/(cpTbh)
is also dimensionless, δqQ is the speci�c heat �ow from the surroundings into the gas
element, having the dimension [J/(mol)].

Eq. 6.97 de�nes the temperature gradient in the �ow conduit as a�ected by gravity,
friction, heat losses and thermodynamic gas properties. Since the temperature gradient
is given as a function of pressure, Eq. 6.97 must be evaluated simultaneously with
evaluating the mechanical pressure by using Eq. 6.57, i.e. by substituting ∆TD, the
solution from Eq. 6.97, by ∆T/Tbh in Eq. 6.57. But �rst Eq. 6.97 has to be solved.
The assumption here is that the pressure and temperature dependent gas properties are
represented by their average values along the well conduit [1].
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Figure 6.14: The �gure shows the thermodynamic functions a) Ψ(p, T ) and b) Ω(p, T ),
where the dimension on the z-axis are [1] and [K2/bar2], respectively

Before we can solve Eq. 6.97, we have to de�ne the speci�c heat �ow δqQ. This will
be done in the next section.

Figure 6.14 shows the variation in Ψ and Ω as function of pressure and temperature,
where the two functions are calculated for a whole range of possible pressures and
temperatures. Figure 6.14 shows that Ψ is not very sensible to variation in pressure
or temperature, where variation in Ψ is within the range of 0.05 to 0.25. Ω is seen to
vary somewhat as function of pressure, and most for very low pressures. The range of
variation in Ω for pressures observed in the well, is between 0 and 2. For variation in
temperatures, hardly any change in Ω is seen and approaching standard temperatures,
Ω is close to zero because the gas behaves more and more like a perfect gas, - incase
the Joule-Thomson coe�cient is zero.

In solving Eq. 6.97 we may therefore substitute the functions Ψ and Ω with their
average values, e.g. Ψ = (Ψbh + Ψwh)/2 and Ω = (Ωbh + Ωwh)/2, using only the
asymptotic (boundary) values.

6.9 No-Heat Exchange

For rather short wells, high gas �ow rates and e�ective insulation caused by e.g.; presence
of shales or/and waxes on the �ow tubing, annulus gas between �ow tubing and casing,
- we may expect the well to �ow as under adiabatic conditions. In this case the heat
�ow is zero, δqQ = 0 and thus the temperature drop in the well is minimum. Under
adiabatic conditions, Eq. 6.97 is written,

dTD + ΨNgpdyD + Ω
1

2

p2
bh

T 2
bh

NfpdyD = 0. (6.98)

Given the boundary condition; yD = 0, TD = 1, where the bottom-hole pressure is
the reference pressure, we get the adiabatic temperature solution,
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1− TD =

(
ΨNgp + Ω

1

2

p2
bh

T 2
bh

Nfp

)
yD or

∆TD =
Tbh − Twh

Tbh
= ΨNgp + Ω

1

2

p2
bh

T 2
bh

Nfp, when yD = 1.

(6.99)

From the above equation we observe that the temperature drop is proportional to the
gravitational - and frictional numbers. For ideal gases, the Joule-Thomson coe�cient is
zero and for real gases it can be both positive and negative. ηJT is thus normally a small
number, which again indicate that Ω normally is less than Ψ. This means that under
adiabatic �ow conditions, the temperature pro�le is more sensitive to gravity pressure
losses (Ngp) than to friction pressure losses (Nfp) in the well. (For horizontal �ow of
ideal gas, both terms in Eq. 6.99 would be zero since both ηJT and Ngp are zero and
thus horizontal �ow of ideal gas is isothermal.)

The temperature pro�le in the well is therefore given by,

T = Tbh

(
1−∆TD ·

y

L

)
. (6.100)

The adiabatic temperature gradient as presented in Eq. 6.99 can be studied in more
detail by introducing the following approximations for the speci�c heat coe�cients cp
and ηJT , as shown below.

cp '
∆H

∆T
, and (6.101)

ηJT ' ∆T

∆p
.

After substituting the approximations in Eq. 6.101 and some reshu�ing of Eq. 6.99,
we arrive at the following expression,

∆TD =

∆T/T

∆p/p︸ ︷︷ ︸
1

+
ZR∆T

∆H︸ ︷︷ ︸
2

Ngp +

1

2

∆T/Tbh
∆p/pbh︸ ︷︷ ︸

3

T/Tbh
p/pbh︸ ︷︷ ︸

4

Nfp. (6.102)

The dimensionless temperature gradient ∆TD, is de�ned by di�erent elements la-
beled, 1 to 4. The temperature gradient is partly caused by elevation, and partly by
friction. The second (2) element in Eq. 6.102 relates the change in internal energy to
the change in enthalpy. Element 1 and 3 displays the ratio of relative change in tem-
perature to the relative change in pressure, with the only di�erence, that in element 3,
the relative change is referenced to the bottom-hole values. The relative change in tem-
perature and pressure, in the above equation, are of cause interrelated and dependent
of gas composition.

Because thermal expansion of liquids are small compared to gases, the relative
change of temperature becomes less compared to the relative change in pressure, when
a light gas is compared to a heavier gas (gas condensate). Eq. 6.102 therefore shows
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Figure 6.15: The temperature pro�le in the well where no-heat exchange is assumed, is
compared with an assumed linear temperature pro�le, as used in pressure calculations
above.

that the adiabatic temperature loss in the well will be less for a heavier gas compared
to a more lean gas.

In Figure 6.15 we have plotted the temperature pro�le generated from Eq. 6.100 in
comparison with the linear temperature pro�le used in the pressure calculations in the
previous sections. The temperature gradient used in the linear case is (392−313)/392 =
0.2.

In the case of adiabatic well �ow, the temperature decline is as expected less than
in the assumed linear case. With no �ow of heat from the well to the surroundings, well
head gas temperatures are certainly higher than in most other cases.

Figure 6.16: Well-head pressure pro�les for linear temperature pro�le and for no-heat
�ow temperature pro�le.
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When Eq. 6.99 is directly substituted into Eq. 6.57, then the pressure pro�le can
be calculated. In Figure 6.16, the no-heat temperature pro�le is compared to the case,
mentioned above, with a linear temperature pro�le. As can be seen from the plot
in Figure 6.16, the two well-head pressure pro�les are not very di�erent. We might
therefore expect the temperature pro�le in the well-bore, in the general case, not to be
dramatically di�erent from the linear temperature pro�le used in the previous part of
this chapter.

6.10 Radial Heat Flow

The �ow of heat from the gas �owing in the well to the surroundings is supposed to be
directed radially from the center of the well tube, through the walls of the tubing and
casing and further into the reservoir, as indicated in Figure 6.13.

This type of heat �ow is described by Fourier's law[5]

JQ = −κT
∂T

∂x
, (6.103)

where JQ is the speci�c heat �ow with dimensions [J/(s · m2)] = [W/m2] and κT
is the thermal conductivity of the material where the heat �ow is passing through
[J/(s · m · K)] = [W/(m · K)]. The heat is �owing from the hot end (x = 0) to the
cold end (x) and the heat �ow is proportional to the temperature gradient along the
material. Eq. 6.103 is a general law in transport theory and has the exact same form
in the cases of electric current, di�usion and in �uid �ow applications. In the chapter
describing reservoir gas �ow, this equation is known as Darcy' law or Poiseuilles'law,
see Eq. 5.1 in section 5.1.

Along the same lines as described in section 5.1, we may apply the law of material
balance and �nally arrive at the one dimensional di�usivity equation for thermal heat
�ow

∂T

∂t
= DQ

∂2T

∂x2
, (6.104)

where the di�usivity coe�cient is DQ = κT /(c · ρ), and where c and ρ are the speci�c
heat capacity and the gas density, respectively. The di�usivity coe�cient is thus the
ratio of heat conductivity divided by heat capacity and as such characterize the medium
of heat transport.

For radial heat �ow in the well and in the case of constant di�usivity coe�cient,
cylindrical coordinates should be used and the di�usivity equation above translates to

1

DQ

∂T

∂t
=

1

r

∂

∂r

(
r
∂T

∂r

)
. (6.105)

Eq. 6.105 describes radial heat �ow under the condition of constant di�usivity (DQ =
const.) and more importantly, this equation is identical to Eq. 5.61, derived for pseudo
reduced pressure in the reservoir under non-steady-state �ow conditions. (For more
general treatment of di�usivity equations see books on mathematics of di�usion [6].)

Since Eq. 6.105 is identical to Eq. 5.61, so must the solutions to the equations be
identical and we may adopt the solution for the non-steady-state reservoir �ow equation
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as the solution for the radial well heat �ow problem. This means that there exist an
in�nite and a steady-state solution of the radial heat problem, where the in�nite or time
dependent solution is related to the uploading of heat from the gas to the surroundings,
while the steady-state solutions describes a situation where a time-independent temper-
ature pro�le has been developed from the well center and radially into the reservoir, as
depicted in Figure 6.17.

Figure 6.17: Time periods related to the solutions of Eq, 6.105

In the following we will assume that the uploading period is rather short and that
steady-state condition is the most dominant condition under constant gas �ow rate
production.

Example: End Uploading - Start Steady State

Based on what is already known about the transition from in�nite acting -
to semi steady-state period, see section 5.4.2, we can now directly estimate
the time, after which the well has been �owing long enough for a steady
temperature pro�le to be established. This time is de�ned by

tSS =
r2
S

4DQ
. (6.106)

Introducing the de�nition of the di�usivity coe�cient DQ = κT /(c · ρ),
as presented in Eq. 6.104,we may write

tSS =
r2
S

4

cρ

MgκT
, (6.107)

where Mg is introduced for convenience of getting the de�nition of gas heat
capacity correct.

Choosing a likely set of parameters;

c = 260 J/(K ·mol) ρ = 300 kg/m3

Mg = 0.028 kg/mol rS = 0.30m
κT = 0.07 J/(m · s ·K)

and Eq. 6.107 gives

tSS =
260 · 300 · 0.32

4 · 0.028 · 0.09
[s] = 895408 s ' 10.4 days. (6.108)
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This means that after a period of about 10 days of constant production,
a steady state radial temperature pro�le is established in the well.

.

6.11 Steady-State Radial Heat Flow

The equation and its solution under steady-state radial �ow conditions has already been
resolved in Section 5.1.2 and we only have to repeat the results here.

Under steady-state conditions, i.e. ∂T/∂t = 0, the following equation and solution
are known,

∂

∂r

(
r
∂T

∂r

)
= 0 ⇒ T = a ln(r) + b, (6.109)

where a and b are constant to be de�ned.

Under steady-state conditions we will assume that a time independent temperature
pro�le is established form the center of the well and radially outwards into the reservoir.
The temperature will remain constant in time, but will decrease radially until it becomes
identical to the reservoir temperature at any particular elevation. Where this happens,
in the well or in the reservoir is not known, at this point in time. The situation described
above is depicted in Figure 6.18, where the temperature is seen to decrease di�erently
dependent of the material the heat �ows trough. The continuous �ow of heat will
maintain a temperature pro�le and �nally di�use into the reservoir at a radial distance
rS . Alternatively we can say that a temperature di�erence between the well-bore and
the reservoir is supporting a constant radial heat �ow.

The �ow of heat, - or more correctly the speci�c heat �ow JQ, is therefore pro-
portional to the temperature di�erence between well and reservoir T − TS . TS is the
constant temperature in the formation at a certain elevation. Based on Fourier's law
we get,

JQ = UQ(T − TS), (6.110)

where UQ is a proportional constant called the heat transfer coe�cient with dimensions
[J/(s ·m2 ·K)] = [W/(m2 ·K)].

From Figure 6.18 it is seen that the total temperature pro�le is composed by several
components characterizing the mechanical construction of well and reservoir.

In order to de�ne the radial heat �ow, we have to de�ne the parameter UQ, which
then would contain information about the thermal characteristics of the materials from
well to reservoir.

In Eq. 6.109, the radial solution is presented. Di�erentiating this solution and
Fourier's law (Eq. 6.103), give

Radial solution:
∂T

∂r
=
a

r

Fourier's law:
∂T

∂r
= −

JQ
κT

⇒ a = −r
JQ
κT

(6.111)
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Figure 6.18: Radial temperature distribution in well, completion and reservoir, for
steady-state conditions.(After G.P. Willhite [20])

Using Eq. 6.110 above, the constant a is

a = − r

κT
UQ(T − TS). (6.112)

From the boundary condition: r = rS ⇒ T = TS and Eq. 6.109, we �nd the radial
heat solution to be

T − TS = a ln
r

rS
, (6.113)

where the constant a depends on the material and as such characteristic of the heat
�ow through the di�erent sections of the well, as displayed in Figure 6.18.

The total temperature di�erence from well-bore to reservoir is the sum of all tem-
perature drops through the di�erent materials, and can be expressed as follows

T − TS =(T − T (rT )) + (T (rT )− T (rA)) + (T (rA)− T (rC))

+ (T (rC)− T (rCM )) + (T (rCM )− T (rF )) + (T (rF )− T (rS))

=a(rT ) ln
rT
rS

+ a(rA) ln
rA
rS

+ a(rC) ln
rC
rS

+ a(rCM ) ln
rCM
rS

+ a(rF ) ln
rF
rS
.

(6.114)
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Notice that (T − T (rT )) = 0, since the temperature is assumed to be close to constant
inside the �ow conduit and more constant than indicated in Figure 6.18. As Eq. 6.114
shows, the division of layers between well-bore and reservoir could be made as detailed
as wanted. For instance could one assume the existence of a very thin layer on the
inside of the well tubing with rather low heat conductivity. The real problem here is of
practical nature and related to de�ning the right model (layers and layer thicknesses)
and deciding upon the corresponding values of heat conductivity.

Substituting the constant a de�ned in Eq. 6.112 in to the above equation, gives the
following expression for the heat transfer coe�cient UQ

UQ =

[
rT

κT (T )
ln
rS
rT

+
rA

κT (A)
ln
rS
rA

+
rC

κT (C)
ln
rS
rC

+
rCM

κT (CM)
ln

rS
rCM

+
rF

κT (F )
ln
rS
rF

]−1 (6.115)

If the radial position ri = rS − ∆ri, where iε{T,A,C,CM,F}, then ∆ri would
mean the distance between the position of i'th layer to the position rS . Using the above
de�nition we could write an approximate heat transfer coe�cient

UQ ∼
[

∆rT
κT (T )

+
∆rA
κT (A)

+
∆rC
κT (C)

+
∆rCM
κT (CM)

+
∆rF
κT (F )

]−1

, (6.116)

where the following approximation is used: ln(1 + ∆ri/ri) ∼ ∆ri/ri. Notice that
∆rT > ∆rA > ∆rC > ∆rCM > ∆rF .

In Figure 6.18 we may classify both tubing and casing as good conductors, transmit-
ting heat relatively e�ciently. Consequently, are their thermal conductivities relatively
high. The annulus, on the other hand, is probably a rather poor conductor and could
probably be considered as an insulator. If the annulus is �lled with gas (or not �lled
at all), this section of the well would perform more like an isolator than a conductor.
The di�erence between a conductor and an insulator is therefore the degree of thermal
conductivity, where κT is high in the case of a conductor and low when we talk about
an insulator.

The relative importance of the di�erent layers, as presented in Figure 6.18, can be
summarized as follows:

1. The relative importance of layers will decrease with increasing distance from the
centre of the well-bore, since the di�erence ∆r is decreasing. This means that the
reservoir thermal conductivity is of minor importance compared to the contribu-
tions from the other elements in the well.

2. An insulating cement layer may be of importance, while if the cement is partly
conductive, also this layer can be neglected.

3. If the tubing and the casing is made of about the same material, - then the heat
conductivity of the tubing is more important compared to the casing because
∆rT > ∆rC .
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4. An insulating annulus will be of great importance, since the ratio ∆rA/κT (A)
could be greater than for all other layers.

5. The importance of high conducting materials are probably in most cases less than
the importance of a high insulating annulus layer.

6. The signi�cance of rS is that if rS is large, then all ∆r become comparable and the
thermal conductivity of each layer becomes the decisive factor. If rS is small, i.e.
rS = rF , then the relative position of the di�erent layers becomes more important
and thermal conductivity of the tube could in some cases be of some importance.

Example: Importance of Thermal Conductivities of Di�erent Lay-

ers

With reference to Figure 6.18, the following numerical values can be used
in order to evaluate the importance of individual layers in the summation
of the total heat transfer coe�cient.

Radial position of well elements, where rS = 0.3m and ∆ri = rS − ri :
∆rT ∆rA ∆rC ∆rCM ∆rF

rs − ri 0.3 - 0.063 0.3 - 0.073 0.3 - 0.1594 0.3 - 0.1778 0.3 - 0.25
∆ri 0.2370 0.2270 0.1406 0.1222 0.050

The thermal conductivities can be found from various sources such as
Handbooks of Chemistry and Physics, more special handbooks [4] or simply
from the Internet.

It is assumed that the tubing and the wall casing is made of carbon steel
and that their thermal conductivity is the same, κT = 54W/(m ·K). What
the annulus actually consist of is di�cult to say, but we will here assume
that it is either �lled with water or steam (or something in between), i.e. the
thermal conductivity is then varying from, κA = 0.58 → 0.016W/(m ·K).
The casing is assumed to be made of concrete with the thermal conductivity,
κCM = 1.7W/(m ·K). Finally, a saturated sandstone reservoir is assumed,
with thermal conductivity of, κF = 2.7W/(m ·K).

Using Eq. 6.116, we may evaluate the importance of the di�erent layers,
by substituting the values above into the equation.

UQ ∼
[

0.237

54
+

0.227

(0.58→ 0.016)
+

0.1406

54
+

0.1222

1.7
+

0.05

2.7

]−1

,

∼
[
10−3 (4 + (391→ 14187) + 2 + 71 + 18)

]−1
,

∼(2→ 0.07),

(6.117)

where the heat transfer coe�cient has the units W/(m2 ·K).
From the above comparison, we may conclude that the annulus is the

most important radial section of the well, seen from the point of view of
heat transfer. If water is the medium expanding the section, about 80% of
the overall numerical value of heat transfer coe�cient is the result of this



6.12. STEADY-STATE RADIAL HEAT TRANSFER 245

section. If saturated water vapor is present, more than 99 % of heat transfer
characteristics is due to this section.

.

6.12 Steady-State Radial Heat Transfer

As already mentioned, the temperature di�erence, ∆T = T − TS , between well and
reservoir is the driving force for maintaining a constant heat �ux, JQ. The heat �ux
is directed radially and transports heat from the volume segment π(S/2)2dy, see Fig-
ure 6.13, to the surroundings. The temperature di�erence, ∆T (y), will vary along the
well, but at a certain elevation this temperature di�erence is constant in time. JQ is
therefore a time independent parameter, only dependent on elevation, y.

The speci�c heat �ow from the well segment, i.e. the heat �ux times the volume
segment divided by the number of moles in the section, would then constitute the heat
�ow δqQ, to be substituted in Eq. 6.97.

δqQ = −JQ
πSdy

w/Mg
, (6.118)

where w/Mg is the number of moles of gas in the volume segment and πSdy is the heat
�ux surface area. δqQ has therefore the dimensions J/mol.

Combining the above equation with Eq. 6.110, we have an expression the speci�c
heat �ow

δqQ = −UQ(T − TS)
πS

w/Mg
dy, (6.119)

where as we have seen above, UQ is readily available as function of thermal conductivities
of the di�erent well sections and their radial positions.

Substituting the above equation in to Eq. 6.97, we get

dTD
dyD

= −ΨNgp − Ω
Nfp

2

p2
bh

T 2
bh

−
UQ
cp

(TD − TDS)
πSL

w/Mg
, (6.120)

where the dimensionless temperatures: TD = T/Tbh and TDS = TS/Tbh, and the di-
mensionless elevation: yD = y/L, are used.

A new dimensionless constant NQ, can be de�ned as a measure of the heat lost to
the formation relative to the heat transported with the gas. The above equation then
takes the form

dTD
dyD

=−ΨNgp − Ω
Nfp

2

p2
bh

T 2
bh

−NQ(TD − TDS), where

NQ =
UQ
cp

πSL

w/Mg
.

(6.121)

The dimensionless temperature TDS is dependent on the reservoir temperature at
the elevation y, i.e.
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TDS = 1− (∆TG ·
L

Tbh
)yD, (6.122)

where ∆TG is the geothermal gradient (∼ 30K/km or alternatively 0.03K/m).

Eq. 6.121 is the written,

dTD
dyD

= −ΨNgp − Ω
Nfp

2

p2
bh

T 2
bh

−NQ(TD − 1 + (∆TG ·
L

Tbh
)yD). (6.123)

The above equation is treated as a �rst order di�erential equation with constant
coe�cients, giving the dimensionless temperature as function of dimensionless elevation.
BothNgp, Nfp andNQ, as well as the coe�cients Ψ and Ω are all considered independent
of yD and thus also of p and T . The solution of Eq. 6.123 will give the dimensionless
temperature in the well as function of the dimensionless elevation. All other parameters
are treated as average values over the integrated well section. The accuracy of these
calculations is improved simply by substituting the well section L, by smaller sections
L/n and then summing up the contributions in an overall temperature e�ect.

The solution of Eq. 6.123 is

TD = 1−

(
ΨNgp + Ω

Nfp

2

(
pbh
Tbh

)2
)

1− e−NQyD

NQ
−
(

∆TG ·
L

Tbh

)(
yD −

1− e−NQyD

NQ

)
.

(6.124)

Introducing the de�nitions for the dimensionless variables and further adjustments
gives

Tbh − T
Tbh

=

(
ΨNgp + Ω

Nfp

2

(
pbh
Tbh

)2
)

1− e−NQ(y/L)

NQ
+

(
∆TG ·

L

Tbh

)(
y

L
− 1− e−NQ(y/L)

NQ

)
.

(6.125)

Notice that the substitutions of Eq. 6.125 in to the pressure equation, Eq. 6.57 is
done by substituting (Tbh − T )/Tbh in Eq. 6.125 by (∆T/Tbh)(y/L) in Eq. 6.57.

Example: Asymptotic Heat Transfer Values

Using the Eq. 6.124, we may study the temperature behavior in the well
when NQ → 0 and compare the results with what was observed in the case
of no-heat transfer.

At the well head, yD = 1, and Eq. 6.124 takes the form,

TD = 1−

(
ΨNgp + Ω

Nfp

2

(
pbh
Tbh

)2
)

1− e−NQ

NQ
−
(

∆TG ·
L

Tbh

)(
1− 1− e−NQ

NQ

)
.

(6.126)

In the case of no heat transfer between well and reservoir, - NQ is zero,
and then (1− e−NQ)/NQ → 1 and the above equation is reduced to,
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TD = 1−

(
ΨNgp + Ω

Nfp

2

(
pbh
Tbh

)2
)
, (6.127)

which is the solution, Eq. 6.99, we arrived at in the No-Heat Exchange
section.

.

The equations 6.124,6.125 and 6.127 are all deduced under the assumption of a strait
and uniform well conduit from top to bottom.

The relative temperature drop (∆T/Tbh) in the well is thus given,

Tbh − Twh
Tbh

=

(
ΨNgp + Ω

Nfp

2

(
pbh
Tbh

)2
)

1− e−NQ

NQ
+

(
∆TG ·

L

Tbh

)(
1− 1− e−NQ

NQ

)
.

(6.128)
The relative temperature drop in the well, as shown in Eq. 6.128, is a sum of two
di�erent elements,- the adiabatic �ow (no heat exchange) and the formation temperature
gradient (geothermal gradient times well length divided by bottom hole temperature)
induced temperature drops, respectively. In the case of no heat �ow, NQ = 0, only
the adiabatic term is contributing to the total temperature drop. In cases of large heat
�ow, the formation temperature gradient term is dominating the total temperature
drop. The formation temperature gradient is thus the asymptotic limit of which the
well temperature can not underrun, i.e.

TD > 1−∆TG
L

Tbh
. (6.129)

Eq. 6.124 gives the temperature pro�le along the well conduit. In the above temper-
ature solution, the single most interesting parameter is the heat transfer coe�cient UQ,
which is seen to be proportional to the dimensionless number NQ, de�ned in Eq 6.121.

In the example above it is shown that when NQ is small, - then the temperature so-
lution in Eq. 6.124 approaches the non-heat exchange solution. In Figure 6.19, the heat
transfer coe�cient is varied between low values, i.e. non heat exchange, to high values
showing temperature pro�les in the well close to the formation asymptotic temperature
pro�le.

In Figure 6.19, heat transfer coe�cients from 1 to 50 are displayed. From the
�gure it becomes evident that for heat transfer coe�cients less than 1, the non-heat
exchange case is characterizing the well temperature pro�le. On the other extreme
we see that for large heat exchange coe�cients, the temperature pro�le is comparable
to the asymptotical formation temperature pro�le. The values used in Figure 6.19,
describing the asymptotic temperature pro�le are: ∆TG = 30K/km, L = 3000m and
Tbh = 393K.

Between the extreme cases of no-heat exchange and formation asymptotic tempera-
ture pro�les, the temperature pro�les are seen to curve to the left,- being concave to the
right. This means that the temperature drops more as we move to the well head than
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Figure 6.19: Temperature pro�les in the well as function of varying heat transfer coef-
�cient.

at the well bottom, which corresponds well with the fact the the temperature di�erence
between well and formation is increasing as we move upwards in the well.

Even though the temperature pro�les in Figure 6.19 seem to be well separated in
the extreme cases, the comparable pressure pro�les are not equally well separated, as
shown in Figure 6.20

Figure 6.20: Pressure pro�les for two extreme choices of the heat transfer coe�cient.

The reason for this rather surprising result is related to how the total pressure drop is
composed of pressure drops from both gravity forces and friction forces. When the heat
transfer coe�cient is increased from no-heat conditions (low numbers, typically U =
0.1W/(m2K)) to higher values, approaching the asymptotic limit, - then the pressure
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contribution from gravity forces and friction forces show opposite characteristics. When
U is increased, the contribution from the gravity forces will increase pressure drop,
attributed to the increasing density of gas at lower temperatures. The opposite is
observed for friction forces [10], where a decrease in pressure drop is observed, due
to reduced �ow velocities, also caused by the increased gas density. The net e�ect of
increasing heat transfer coe�cient is therefore a rather moderate increase in the pressure
drop, as seen in Figure 6.20.

In Figure 6.21, the above mentioned e�ects are demonstrated. The �gure shows
what happens when the heat �ow in the well is increased from near adiabatic - to
near geothermal �ow conditions, illustrated with heat transfer coe�cients; U = 0.1 and
U = 50. The demonstration is done for two cases; when only the gravitational forces
are active (no friction), labeled: Ngp = 0.2, Nfp = 0.0, and when only friction forces are
active (no gravitation), labeled: Ngp = 0.0, Nfp = 0.2.

Figure 6.21: Comparison of pressure e�ects for increasing heat transfer in two cases of
no active friction - and no active gravitational forces.

Figure 6.21 shows that when only gravitational forces are active (friction is "turned
o�"), an increase in heat transfer from the well to the surroundings will cause an ad-
ditional pressure drop in the well. On the other side, when only frictional forces are
active (gravitation is "turned o�"), the same increase in heat transfer leads to a reduced
pressure drop in the well.

When it comes to the e�ect of well heat exchange coe�cient on the pressure perfor-
mance, Figure 6.22 is showing that nearly any e�ect can be documented. In the case of
large heat exchange as well as for no-heat exchange, near identical pressure pro�les are
calculated.

The e�ect of varying heat exchange coe�cient on pressure behavior is close to neg-
ligent in the case of well gas �ow. The e�ect on the temperature pro�le in the well is
shown to vary under varying heat transfer conditions. In cases where the �uid �owing
in the well is more critical with respect to temperature, as in the case of injection of
supercritical �uids, such as i.e. CO2, surveillance of temperature behavior in the well
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Figure 6.22: Pressure development as function of varying heat transfer coe�cients.

conduit is mostly appreciated.
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Chapter 7

Natural Gas Reservoir Depletion

The present chapter deals with natural gas reservoir depletion, which is a general method
in developing gas reservoirs. In natural gas depletion, the gas is produced by utilizing
the natural existing reservoir pressure as the driving force (energy) for bringing the gas
to the surface.

The main characteristics of natural depletion can be summarized as follows;

• A declining reservoir pressure, as gas is being produced.

• Water in�ux from adjacent aquifers due to the declining reservoir pressure.

• Compaction of reservoir volume due to the weight of the overlying rock strata.

• Decreasing well capacity caused by declining reservoir pressure.

In this chapter we will focus on the general reservoir behavior and the prevailing
conditions valid for gas reservoir production in particular. We will further discuss the
last item in the list above, related to well deliverability. Finally, we will concentrate on
simulation of gas reservoir production from more than one block utilizing several wells.

7.1 Development of Natural Gas Fields

The conditions for successful development of gas �elds relies to a large extent, on a
commercial sales agreement which generally has to be negotiated before any develop-
ment of the �eld can take place. In the case of locating a gas �eld of su�cient size
to justify commercial exploitation, the �eld can only be developed if there is a direct
and designated marked for the gas for most of the exploitation period. This is because,
unlike oil, gas cannot easily be stored, then transported and sold at a marked place.
Gas, due to its large volume, cannot be stored under standard conditions and must
therefore be transported directly to the buyer.

The gas is therefore, in many cases, already sold before the �eld is developed. The
sales contract is to guarantee the producer (owner of the �eld) a predictable and reliable
income after a period of often large investments. The contract is also designed to secure
the buyer a steady supply of gas during a certain period of time. The gas delivery
speci�cations agreed upon in the contract, speci�es not only the volume of gas to be
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delivered, but also the conditions of gas delivery. These conditions may contain various
details such as;

• delivery pressure in to the buyers network,

• minimum and maximum tolerances on the production rate (so called swing capac-
ity) and

• quality of gas delivered related to calori�c content or burning value.

The e�ect of a gas sales contract is therefore to impose demands and restrictions
on the development project which has direct implications on the reservoir engineering
design.

Most gas �eld projects have a contracted constant gas rate delivery stipulated over
a certain number of years. The gas production is therefore designed with a constant
plateau rate matching the contract delivery. Figure 7.1 shows a principle sketch of a
production pro�le over the production life-time of a �eld.

Figure 7.1: Gas rate production pro�le.

The bulk of all gas contracted is produced during the plateau period (period 2 in
Figure 7.1), which should therefore be as long as possible. The buildup period (period
1), on the other hand, is normally designed as short as possible. The �rst wells on the
�eld are located in those areas where prospects for high and stable gas production are
the best. At the initial stage, wells are normally started up with a certain over-capacity
in mind, securing the plateau rate as early as possible. The increasing well-rate period
(A in Figure 7.1) is therefore longer than the buildup period.

The �nal stage in the life time of a gas �eld is introduced by the decline period
(period 3 in Figure 7.1). In this period, the wells that are still producing gas from
the �eld, are not capable of maintaining the plateau rate. Due to declining reservoir
pressures, well rates have been reduced and the reservoir is (from economical reasons)
not able to support any new wells. Form a reservoir engineering point of view, the
decline period is preferably going to be as short as possible.

In the later stages of the plateau period, drilling of new wells may no longer be
economical. The initial capacity of new wells becomes progressively lower as more and
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more gas is produced and the risk is that new wells would become excessive. Additional
capacity can be achieved by allowing the production wells to produce against a back-
pressure that is lower than the minimum operating back-pressure. When the back-
pressure is lowered below the minimum intake pressure of the gas-treatment facilities
and/or the delivery pressure, re-compression is needed. Increasing the well capacity by
lowering the back-pressure has an additional advantage, as the recovery of gas from the
�eld is increased due to lower abandonment pressure. However, the back-pressure can
not be reduced inde�nitely. The gain in well delivery has to be balanced by the cost of
re-compression.

7.2 Reservoir Performance

Production from natural gas �elds by volumetric depletion have a cumulative recovery
between 70 to 90%, which is considerable more than for any oil �eld. In the case of
non-volumetric depletion, which is by fare more common than volumetric depletion,
the recovery appears to be less. The reason for this somewhat surprising result, is most
commonly related to the e�ect of water in�ux. When aquifer water enters the reservoir,
pockets of gas are isolated by the surpassing water and thus areas containing large
volumes of gas will not be produced. Water invasion from the aquifer may never result
in complete areal sweep, as recovery of water drives are poor and seldom exceeds 50%.

During pressure maintenance, e.g. when water is injected into the reservoir to re-
duce the normal pressure decline, the process described above can lead to entrapment of
gas in a scale of 30 to 50% of the total rock volume. Another disadvantage concerning
water injection is related to water channeling, where water by following reservoir het-
erogeneities, can �ow directly towards the well and cause drastic increase in the water
cut. The positive e�ect of pressure maintenance is recorded in those situations where
liquid dropout can be prevented or postponed in depleting gas-condensate reservoirs.
The economical value of the produced liquid condensate is then exceeded by the loss of
gas trapped or the risk of channeling. Pressure maintenance is therefore restricted to
those cases of rich gas-condensate �elds where the production of liquid condensate is of
major importance.

The capacity or strength of the aquifer is a measure of the relative in�ux of water
compared to the hydrocarbon pore volume. An aquifer is considered to be "weak" if
the relative volume of water replacing produced gas is less than 15% of the hydrocarbon
volume. If this percentage is higher than 50%, the aquifer is considered "strong". An
aquifer in the intermediate range from 15% to 50% is therefore called "moderate".

The water in�ux is primarily initiated by the pressure decline in the reservoir, al-
though quite a few other factors have a signi�cant impact on the actual amount of water
being expelled. Factors favoring strong water drives are;

• large aquifer size,

• large aquifer porous rock compressibility,

• high aquifer permeability,

• low reservoir depletion rate (low gas production �ow rate) and
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• relative small reservoir size compared to the surrounding aquifer size.

Volumetric and non-volumetric depletion can be presented in a p/Z-plot, as pre-
sented in Figure 7.2. In the �gure, the volumetric depletion is shown as a straight
line asymptotically ending at the point of 100% depletion, ending at the point 1.0 in
Figure 7.2.

Figure 7.2: Natural depletion as function of recovery.

In the case of non-volumetric depletion the average reservoir pressure decline is less
than for volumetric depletion, due to the replacement of gas by water. The e�ective
recovery is also less, for the reasons discussed above. The somewhat unlikely scenario of
100% pressure maintenance, is seen as a horizontal line in Figure 7.2. These situations
are characterized by low recovery, often much less than 50%.

The basic material balance equation for dry and wet gas reservoirs is written

p

Z
=
( p
Z

)
i

VHCi
VHC

(
1− Gp

GIIP

)
. (7.1)

If the initial reduced pressure (p/Z)i = 300 bar and the reduced pressure at aban-
donment pressure is (p/Z)a = 30 bar, the recovery at the abandonment pressure is

Gp
GIIP

= 1− 30

300
= 0.9 or 90%.

If the ambition is to maintain the initial pressure at a constant level, the reduced
pressure p/Z = (p/Z)i and the water in�ux ∆V = VHCi − VHC has to satisfy the
equation

∆V

VHCi
=

G

GIIP
, (7.2)

where actually the relative in�ux of water has to match the relative production of gas.
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7.3 Constraints on Gas Production

The reservoir pressure or more correctly, the pressure di�erence between reservoir and
terminal pressure is the source of force (or energy) that allows the gas to �ow to the
surface. The �ow rate is therefore directly related to this pressure di�erence, in the
sense that a maximum production rate is limited by the depleting reservoir pressure.

7.3.1 Well-In�ow Performance

Well-in�ow performance refers to the production well rate as function of the pressure
draw-down between the reservoir and the producing well. For a given reservoir pressure,
the well can produce the reservoir gas at a certain �ow rate qsc, maintaining a particular
bottom-hole pressure pbh. Therefore, there exists a functional relation between the well
rate and the bottom-hole pressure which is characteristic for that particular well. This
relation, pbh = pbh(qsc), is called the well-in�ow performance.

Expressed in pseudo-pressures, the steady state in�ow equation is written

m−mbh = aqsc + bq2
sc, (7.3)

where m and mbh are the mean - and bottom-hole pseudo-pressure. qsc is the �ow rate
at standard conditions and a and b are constants de�ned as

a =
(µB)r[ln(re/rw)− 0.75 + S]

2πkh
, (7.4)

b =
(µB)r
2πkh

D, whereD =
k

φµc
. (7.5)

Note: That the reservoir under consideration is cylindrical with the well at the center.
See also Eq. 5.53.

The parameter a in Eq. 7.4 is a constant and depends on the geometry and �ow
characteristics of the drainage area surrounding the well.

The parameter b re�ects the e�ect of non-Darcy �ow, where D is the non-Darcy
�ow factor. The non-Darcy �ow factor is inversely proportional to the gas viscosity at
the bottom-hole pressure. Hence the parameter b is not constant but depends on the
bottom-hole �owing pressure. Therefore, to apply Eq. 7.3 outside the pressure range
for which D has been determined, we have to correct the parameter b as follows. Let
b1 and b2 be the values of the parameter b at the pressures p1 and p2, respectively. As
D is inversely proportional to the gas viscosity, we have the relation between b1 and b2

b1(p1) =
µ(p2)

µ(p1)
b2(p2), (7.6)

where µ is the viscosity at the well bottom-hole pressure.

We may study the bottom-hole pressure as function of �ow rate by derivation of
Eq. 7.3 with respect to the �ow rate and we get

dpbh
dqsc

=
µB

(µB)r

dmbh

dqsc
= − µB

(µB)r
(a+ 2bqsc), (7.7)
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where we have used Kirchho�'s transformation. The mean pseudo pressure m, is con-
sidered to be constant under derivation with respect to the gas rate qsc, since the mean
pressure in the reservoir is not directly a�ected by the change in �ow rate.

Using Eqs. 7.4 and 7.5 we may write the above equation

dpbh
dqsc

= − µB

2πkh
([ln(re/rw)− 0.75 + S] + 2Dqsc) (7.8)

From Eq. 7.8 it is seen that the bottom-hole pressure is decreasing as function of
increasing �ow rate. Figure 7.3 shows the well-in�ow performance curve for two choices
of the well productivity index kh.

Figure 7.3: Well-in�ow performance curve

The well-in�ow performance is commonly displayed as a plot of bottom-hole �owing
pressure versus �ow rate at a given reservoir pressure, as shown in Figure 7.3. The
well-in�ow curve begins at the reservoir pressure, at zero �ow rate. Due to a negative
gradient, as seen for Eq. 7.8, the curve is curving downwards with an increasing gradient.
As the bottom-hole pressure approaches the terminal pressure (atmospheric pressure),
the �ow rate reaches its maximum. The maximum possible �ow rate at atmospheric
bottom-hole pressure is known as the absolute-open-�ow potential (AOF). The slope of
the curve at zero �ow rate is inversely proportional to the product of permeability and
thickness kh as seen by the equation(

dpbh
dqsc

)
qsc=0

= − µB

2πkh
[ln(re/rw)− 0.75 + S], (7.9)

where µB is evaluated at the reservoir pressure. Thus the �atter the curve at the vertical
intercept, the larger the kh and the higher the �ow capacity for a given draw-down.

We have recently established the minimum unloading rate as the lowest possible
�ow rate, qmin. If the �ow rate should drop below this rate the gas �ow will not be able
to lift the liquid �uids (oil and water) and the well will eventually "drown".
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As there is a minimum �ow rate, we may equally expect the existence of a maximum
�ow rate, qmax. When the loss of energy due to friction against the wall becomes
comparable to the momentum �ux in the well, a terminal �ow rate has been reached of
which no further increase in gas �ow can occur.

For each reservoir pressure we can construct an in�ow performance curve of the
type shown in Figure 7.3. As the product of viscosity and formation volume factor µB
increases with decreasing pressure, the initial slope of the in�ow curve also increases
with decreasing reservoir pressure. Hence, the well-in�ow performance during natural
depletion can be represented graphically by a series of descending in�ow curves with
increasingly steeper slopes, as seen in Figure 7.4.

Figure 7.4: Well-in�ow performance curves.

7.3.2 Tubing-Flow Performance

The tubing-�ow performance refers to the pressure drop in the tubing as a function of
�ow rate, i.e. as pbh = pbh(qsc). The pressure drop along the well depends on the tubing
con�guration and the properties of the �uids that are transported. The simplest case
to investigate is a straight tubing with constant cross-section, constant temperature,
constant Z-factor and constant friction factor.

The well head pressure is written in accordance to Eq. 6.56,

pwh = pbh

√√√√( T

Tbh

)2K1

+K3
T 2

p2
bh

[(
T

Tbh

)2(K1−1)

− 1

]
, (7.10)

where the constants K1, K2 and K3 are de�ned as in Eq. 6.56. Assuming linear tem-
perature pro�le in the well; T = Tbh − ∆T . (Note that at the well head position;
y = L.)
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pwh = pbh

√√√√(1− ∆T

Tbh

)2K1

+K3

(
T 2
bh

p2
bh

)(
1− ∆T

Tbh

)[(
1− ∆T

Tbh

)2(K1−1)

− 1

]
. (7.11)

If we assume the temperature in the well to be constant, i.e. ∆T → 0, we may
expand the limits above as follows,

lim
∆T→0

(
1− ∆T

Tbh

)2K1

= lim
∆T→0

[(
1− ∆T

Tbh

)Tbh/∆T]2NKgp

= lim
x→∞

[(
1 +

1

x

)−x]2Ngp

, where x = − Tbh
∆T

= e−2Ngp (7.12)

Implementing the results of Eq. 7.12 in Eq. 7.11, we can write the well-head pressure

pwh = pbh

√
e−2Ngp −

Nfp

2Ngp
(1− e−2Ngp), (7.13)

where pwh and pbh is the well-head and bottom-hole pressure, respectively. The
dimensionless numbers Ngp and Nfp are de�ned as

Ngp =
MggL cos(α)

ZRTbh
, (7.14)

Nfp =
4Zfw2

gRTbhL

p2
whA

2dhMg
, (7.15)

where all parameters have been de�ned above.

Since we wish to express the bottom-hole pressure in Eq. 7.13 as function of the
�ow rate, we have to transform the equation by �rst multiplying both sides by e2Ngp ,
and we get (

pbh
pwh

)2

= e2Ngp

[
1−

Nfp

2Ngp

(
e2Ngp − 1

)]−1

, (7.16)

where the last term in Eq. 7.16 can be expanded using the series (1 + x)−1 = 1 − x +
x2 − x3 + · · · , when x < 1. Since (Nfp/2Ngp)(1 − e2Ngp) always is less than 1, the
bottom-hole pressure can be expressed as function of the well-head pressure, such that

pbh ' pwh

√
e2Ngp +

Nfp

2Ngp
e2Ngp (e2Ngp − 1). (7.17)

Using the dimension-less constants de�ned in Eqs. 7.14 and 7.15, we may approxi-
mate Eq. 7.17 with the following expression
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pbh ∼ pwh

√
e2Ngp +

fq2
sc

A2dh
· constant. (7.18)

The "constant" in Eq. 7.18 does not depend on the �ow rate and is as such not of interest
when considering the bottom-hole pressure as function of gas �ow rate. Remember that
wg = ρq = ρscqsc.

Eq. 7.18 tells us how the bottom-hole pressure pbh will increase with increasing
�ow rate, as shown in Eq. 7.18. As the �ow rate approaches zero, i.e. qsc → 0, the
bottom-hole pressure is approximated by

pbh ∼ pwheNgp , (7.19)

which is another form of the well known barometric height formula.

As in the case of well-in�ow performance, the tubing-�ow performance can be repre-
sented as a plot of bottom-hole pressure versus �ow rate. In Figure 7.5 the variation in
bottom-hole pressure as a result of tubing (well-bore) gas �ow is presented as function
of �ow rate. The tubing performance curve is pointing upwards in Figure 7.5, re�ecting
the progressively increasing resistance towards �ow with increasing �ow rate. Naturally
the �ow resistance is larger for narrower tubings, as can be seen directly from Eq. 7.18,
where an decrease in A2dh is followed by an increase in pbh.

Figure 7.5: Tubing-�ow performance.

The intercept with the vertical axis is equal to the well-head pressure plus the
hydrostatic pressure due to the weight of the gas column in the tubing. This must be
the same for each curves and thus all curves have a common interception point. With a
constant well-head pressure, the bottom-hole pressure is seen to increase (approach the
mean reservoir pressure) as the �ow rate increases. Clearly, the bottom-hole pressure
can not become identical to the reservoir pressure due to the presence of the well-in�ow
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pressure drop. There will therefore be a competition between between the two pressure
drops, that �nally determines the maximum well �ow rate.

A consequence of �ow of liquids along with the �ow of gas is that stable �ow rates can
only occur above a minimum sustainable �ow rate, the minimum liquid unloading rate.
For �ow rates below this rate, liquids in the tubing can not be lifted and accumulation
of liquid at the bottom will eventually kill the well. The minimum unloading rate is
given by

qmin = 3.6A

√
ρg

ρsc
(∆ρgσ)1/4, (7.20)

where the subscripts g and sc refers the gas density to bottom-hole and standard con-
ditions, respectively.

As we can infer from Eqs. 7.18 and 7.20, the minimum liquid unloading rate decreases
with decreasing bottom-hole pressure and decreasing tubing diameter. Hence, installing
a smaller size tubing in the later stage of depletion may extend the production life of
the well and result in higher ultimate recovery.

7.3.3 Well Deliverability

The production performance of a gas well depends on both the well-in�ow performance
and the tubing-�ow performance. The maximum �ow capacity of a well, commonly
called the well deliverability, is determined by the intersection of the well-in�ow per-
formance curve and the tubing-�ow performance curve for the minimum well-head (or
terminal) pressure, as seen in Figure 7.6. At the crossing point between the two curves,
the pressure drop in the reservoir plus the pressure drop in the tubing are exactly equal
to the total pressure drop that can be imposed on the system, i.e. the reservoir pressure
minus the well-head pressure (or terminal pressure) is equal to the sum of the well-in�ow
pressure and the tubing-�ow pressure

p− pwh = ∆pin�ow + ∆ptubing. (7.21)

Well deliverability is a function of reservoir pressure and can be obtained for the
intersections of the tubing performance curve for the minimum well-head pressure with
the series of descending well-in�ow curves that represent the in�ow at declining reservoir
pressures. This procedure is shown schematically in Figure 7.7. The resulting curve,
known as the well deliverability curve, shows a decreasing deliverability with declining
reservoir pressure.

Each well has its own deliverability curve. The total deliverability of the reservoir
is obtained through summation of the individual deliverability curves. This curve can
then be used to estimate the time when additional deliverability must be generated to
meet the contractual deliverability.

The e�ect of lowering well-head pressure and attendant installations of compression
can be illustrated with the help of deliverability curves as shown in Figure 7.8. Here the
deliverability for the high and low well-head pressures is represented by curves 1 and
2, respectively. These curves can be constructed in the same manner as illustrated in
Figure 7.7. The constructed deliverability is indicated by the horizontal dashed line in
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Figure 7.6: Well deliverability.

Figure 7.7: Deliverability curves.

Figure 7.8, which represents is the minimum production �ow rate acceptable in order
to honor the contract delivery.

The delivery needs to be enhanced when the reservoir pressure has dropped down to
p1, which is the intersection between the delivery curve 1 and the minimum acceptable
�ow rate. If compression is installed at this point, production is continued via curve
2, allowing further production down to reservoir pressure p2. At this point a further
reduction in well-head pressure may be considered. If compression costs do not justify a
further lowering of the well-head pressure, the well become constrained by the well-head
pressure and will produce at a declining rate down to the abandoned pressure pa.

7.4 Simulation Examples

In this example we have simulated the simplest case possible using the multi-block,
multi-well simulation program, namely one well in each block, where Well 1 is located
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Figure 7.8: E�ect of compression on delivery.

in the largest block. This example, on the other hand, shows the principal behavior of
the changing well rate program, without the presence of numerous confusing details.

7.4.1 Production Flow Rates

Figure 7.9 shows the �ow rate for the two wells and the total �ow rate (the �eld
�ow rate). After about 90 days of production with only one well, the second well
is started up. Since the maximum well rate is 0.5MSm3/day and the plateau rate is
0.75MSM3/day, the start-up of the second well causes a reduction in the well rates
equal to 0.375MSm3/day. The adjustment relative to maximum well rate and plateau
rate is done automatically, using the PRODRATE-subroutine.

Figure 7.9: Production �ow rates.

The �le production is continued at constant plateau rate until Well 2, which is
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located in the smallest block, falls below the maximum well rate. At this point the
pressure decline in Block 2 has resulted in a reservoir pressure, not able to sustain
maximum well �ow rate. As the well rate in Block 2 decreases, the well rate in Block 1
is adjusted such as to compensate for the production form Block 2, in order to maintain
plateau production. Finally, the well i Block 2 also falls below the maximum well
deliverability pressure and a decline in the �eld rate starts. The well production is
halted when the �ow rate becomes less than the prede�ned minimum well rate.

7.4.2 Cumulative Gas Production

The cumulative gas production is presented in Figure 7.10. During the �rst 90 days,
when only Block 1 is being produced, the total production overlaps the production
from Well 1. At later times, the slope of the total production re�ects the summation
gas produced from both blocks.

Figure 7.10: Gas production.

7.4.3 Pressure Development

Figure 7.11 shows the pressure decline in both blocks. The average block pressure curve
is shown for Block 2.

The average block pressure and the two bottom-hole pressures are di�cult to sepa-
rate. The pressure pro�le that reaches the minimum bottom-hole pressure �rst is taken
form Block 2. This separation between the two blocks is easier to detect for the well-
head pressures, which are the two lowest curves in the plot. Since Well 1 maintains gas
production after Well 2 has shut in, the well-head pressure for Well 1 is the upper one
of the two.
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Figure 7.11: Pressure pro�les.
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Chapter 8

Gas Field Modeling and Production

In this chapter, an alternative simulation model is developed. The new model is a
tool for forecasting well requirement and reservoir performance in strongly faulted gas
and gas-condensate reservoirs. This model is particularly designed to handle reservoirs
where uncertainty related to gas communication between various compartment blocks
within the �eld, is pronounced and thought to be the dominant source of reservoir
uncertainty.

The model can predict reservoir production scenarios, where errors are associated to
reservoir data. Alternative production pro�les, displaying uncertainty related to busi-
ness opportunities and risks (upside and downside forecasts), can therefore be visualized,
as part of the output of this model.

The model is brie�y described, introducing terms like; volume-blocks, cross-�ow
communication probabilities, cross-through communications and drainage-compartments.
A bit of theory is introduced in order to explain the functionality of the model and to
show how normal compartmentalization of the reservoir gas in volume-blocks are con-
verted into, in principle, independent drainage-compartments.

A reservoir �eld case study is shown in order to explain and exemplify use of the
model. Based on geological characterization and fault seal analysis, the reservoir is
divided into blocks. The model forms drainage-compartments based on a statistical
evaluation of the communication probability between neighboring blocks. Uncertainty
analysis is carried out using error propagation techniques, forming an optimistic and
a pessimistic view of the reservoir. Production is simulated by a material balance cal-
culation technique, producing the reservoir reserves through wells allocated to di�erent
drainage-compartments.

The Fault Block Model has proven to be an advantageous tool in the early stage
�eld development of a North Sea gas-condensate reservoir where the e�ect of regional
well location, number of wells and the optimum well production sequence have been
studied. Production pro�les from di�erent well location strategies are investigated and
various tests involving uncertainty in inter-block communication and in block volume
are discussed. Uncertainty analysis also includes suggestions on how to reduce reservoir
uncertainty and recommendation for an optimum well location strategy.

267
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8.1 Introduction

A classic dilemma in starting up many petroleum reservoir development projects, is
limited amount of reliable reservoir information, and concurrently, the demand for well-
based decisions regarding future optimization and reservoir development. At such an
early phase in the development process of a new �eld, the lack of reliable reservoir data
makes it di�cult to forecast future production scenarios and assess potential �nancial
risks and/or opportunities for enhanced production from the �eld. See also Figure 8.1,
as an illustration of the dilemma mentioned.

Figure 8.1: The time window for using the FBM is positioned along the time axis of the
plot and related to the classical dilemma between availability of reservoir information
and the need for this information.

In strongly faulted reservoirs, this dilemma appears to be even more pronounced
since communication between reservoir segments in the �eld are strongly related to the
faults' e�ectiveness as a barrier to �uid �ow. Faults generally reduce the communica-
tion in the �eld and consequently increase compartmentalization of reserves. Reduced
communication between reservoir segments and related uncertainty makes it more dif-
�cult to assess an optimal drainage strategy; that is, the selection of well locations and
sequence of well production.

Due to shortage of reliable reservoir information in the initial phase in the develop-
ment process, a trustworthy reservoir simulation model may not be constructed before
su�cient reservoir data has been collected. This leaves the Fault Block Model (FBM)
as one of few tools for early reservoir simulation and assessment of potential risks and
opportunities in producing the gas reserves. The time-window for using the FBM is
thought to be early in the process, before construction of �nite-di�erence simulation
models, when the use of more simpli�ed reservoir models, focusing on dominating reser-
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voir characteristics and uncertainties are the only practical alternative, as indicated in
Figure 8.1.

A similar approach has been presented by Payne[14], where he introduces a Com-
munication Reservoir model (tank model) in study of non-linearity in p/z-plots for tight
gas reservoirs. Lyons et al.[10] used tank models in a totally di�erent context, where
integrated management of multi-reservoir �eld development is studied by connecting
non-communicating reservoirs.

The FBM was developed and presented by Ursin and Mørkeseth[21] and Ursin and
Mæland[20], with the purpose of forecasting reservoir production from a strongly North
Sea faulted gas-condensate reservoir. A more general description of depletion perfor-
mance of gas-condensate reservoirs is given by Raghavan and Jones[17].

The FBM is based on the assumption that it is possible to de�ne drainage-compartments,
from which single wells or a cluster of wells will produce the reserves in the �eld. These
drainage-compartments will have "imaginary" boundaries, adding reserves from di�er-
ent compartments or blocks in the �eld. The FBM is thus a multi-compartment model,
also previously presented by Lord and Collins[9] and Hower and Collins[7], respectively,
for history matching purposes and as a tool for detection and qualifying compartment
reservoir structure. The FBM model applies the same de�nitions of non-communicating
reservoir units, as outlined in decline curve analysis presented by Fetkovich et al.[3].

Uncertainties related to production pro�les are evaluated by error propagation,
where uncertainties in inter-block-communication and in the block volume are calcu-
lated as a function of the number of wells in the �eld and their locations. Propagation
of uncertainties in reservoir performance predictions has been similarly presented by
Bu and Damsleth[1] as a way to track uncertainty in reservoir simulations. Previously,
uncertainty in reservoir production simulation has been evaluated through statistical
representation of typical reservoir characteristics, as presented by Hird and Kelkar[6] as
in conditional simulation. Uncertainty about reservoir characteristics by putting error
bars on important parameters has been discussed and recommended by Øvreberg et
al.[22] and Meling et al.[11] introduced uncertainties in stochastic geological models us-
ing distribution functions. Other methods such as decline-curve performance, presented
by Purvis[16] and Poon[15], predict production from multi-well pools through multi well
rate analysis.

The FBM gives the estimated production pro�les of rate- and cumulative production
for both gas and condensate production, as well as the pressure development in the
di�erent drainage-compartments. Based on uncertainties in block-volume and inter-
block communication, two sets of alternative production pro�les are estimated, giving
an optimistic and a pessimistic view of the potential �eld production. The availability of
early forecasts of gas production is essential information in the development of gas �elds
in particular. Since the gas is normally sold before it is produced or even before the
platform is in place and the wells are drilled, it is of foremost importance to be able to
secure the contract delivery volumes. This demand may in some cases be contradictory
or somewhat out of line with the wish of optimum or balanced production, securing
maximum recovery over the life time of the �eld.
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8.2 Reservoir Modeling and - Simulation

The traditional work�ow of what �nally makes simulation of �eld production possible,
starts with seismic data acquisition. From the acquisition process, seismic data is dis-
criminated into 3-dimensional seismic facies for building a voxel-based reservoir model.
In this process stratigraphic and structural data are identi�ed with lithologies by cali-
bration against well data. In the �nal step, voxel grid extraction for reservoir modeling
are de�ned and porosity and permeability values are introduced. Detailed informa-
tion on methods and modeling in hydrocarbon exploration and productions is found in
the book of Iske and Randen [8]. Simulation grid formation based on geological voxel
representation involves scaling, related to both geo- and �uid-properties. Finally, the
�uid �ow simulation model may contain several ten-thousand simulation cells, which
are run on the most advanced computers available. Simulation results are continuously
calibrated with production data in order to improve the predictability of the model.

The above work�ow is cumbersome, expensive with respect to man-hours and facil-
ities and it takes time (years for a big �eld) to collect necessary data in order to obtain
reliable and trustworthy simulation forecasts.

8.3 Alternative Reservoir Modeling

In danger of oversimplifying the circumstances around �eld production, one may say
that dealing with production from oil �elds is easy compared to handling the production
of natural gas �elds. Oil can be produced, loaded on e.g. tankers, transported to the
marked and sold at marked-price. Gas on the other hand, due to its large volume, needs
infrastructure that ties the production facilities (at the gas �eld) to the consumers,
directly. The investment related to such infrastructure comes up front, before a single
m3 of gas can be sold. It is therefore quite often necessary for the gas producing
companies to have signed sales agreements for the whole or a major part of the reservoir
gas, already before the physical development of the �eld can be started. These sales
contracts may contain information about plateau rate production, delivering pressure
and quality of gas delivered, in addition to duration of gas delivered (number of years
of steady delivery).

As a consequence of the above, quit a number of important decisions have to be
taken at a very prudent stage in the development phase of a gas �eld. These decisions
have to be based on data and analysis from the reservoir and - �uid, at a time prior to
start-up of sales gas production. This point in time in the development of a gas �eld
is therefore in most cases, too early to render reliable and trustworthy information via
the traditional work�ow, as described above.

8.3.1 Characteristics of Natural Gas Production

Gas �ows generally easily in the reservoir because of its low viscosity, - in many cases
several hundred times lower than e.g. oil viscosities. In reservoirs of low to high per-
meability (say from typically 10 mD and higher), the gas mobility is relatively high,
to allow near instant pressure equalization of pressure draw drown in relation to well
production. This is a criteria necessary in order to recommend the methods of Material
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Balance Estimation (MBE), which is extensively documented and used in this book.
The criteria of reasonably rapid pressure equalization is a necessary condition, in order
to be able to de�ne a mean (average) reservoir pressure, which again is prerequisite of
successful application of material balance calculation.

However there are situations where this criteria is not ful�lled, such as in the case of
tight gas production, where more detailed �ow description is needed in order to capture
the events happening in the reservoir. We will therefore in the continuation of this
chapter assume that the criteria of high gas mobility is always ful�lled.

A second important characteristic of natural gas reservoirs is related to the fact that
in many gas �elds, the gas is contained in volume-blocks with limited or no communica-
tion to neighboring volume-blocks. The reasons for this reduced communication within
the reservoir could in many cases be attributed to faulting, where the throw of faults
could be sealing or quite open. In some cases can a sealing fault become conductive
due to a pressure di�erence building up across the fault. Faults, therefore generally
reduce conductivity in the reservoir and makes overall assessments of �uid �ow more
complicated and uncertain.

8.3.2 Drainage Compartments

Let us assume the existence of a small gas �eld which can e�ectively be produced by four
wells. The �eld might be slightly faulted and communication in the �eld may or may
not be a�ected by the existing faults. At the �nal day, when production is abandoned,
each of the four wells has produced a fraction of the total in situ reserves, as depicted
in Figure 8.2.

Figure 8.2: Top view of well drainage-compartments.

The �gure depicts the top view of the �eld where the proportion of gas produced
per well is illustrated by the area enclosure around the wells. The point here is that,
regardless of nature of the gas �eld, faulted or not, each well has produced a certain
volume of the gas reserves. This volume has been allocated to the di�erent wells due
to the characteristics of the reservoir and in competition with the other wells. The
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fractions of the reservoir which contain the produced gas and which are depicted in the
�gure, is called drainage-compartments. These drainage compartments are therefore the
parts of the reservoir which contain the gas that is produced through each and every
well.

The above considerations are quite general and does not impose any restrictions
on the nature of the reservoir. The reservoir characteristics of the �eld may vary be-
tween extreme cases; from homogeneous and isotropic to strongly faulted with unknown
communication across faults.

The point here is that, if we through an application of a modeling tool, makes it
possible to estimate the size and volume of these drainage-compartments, - the models
of material balance, reservoir - and well �ow that have previously been developed in
this book, might be appropriate tools for simulating gas production.

8.4 Fault Block Modeling (FBM)

The basic idea behind, what is called, the Fault Block Model is the assumption that it
is possible to de�ne a drainage-compartment, from which a single well or a cluster of
wells will produce the reserves without communication from neighboring wells.

The FBM was developed by this author with the purpose of forecasting reservoir
performance for strongly faulted gas-condensate reservoirs, like the Sleipner Vest in the
North Sea.

8.4.1 Principles of FBM

Based on geological characterization and fault seal analysis, reservoir compartmental-
ization is implemented by dividing the gas �eld into blocks, separated by known and/or
undetected faults, where major faults are considered to be sealing and where minor
faults could be sealing. Similar compartmentalization of North Sea reservoirs are pre-
sented by Smalley and Hale[18], where vertical segmentation of the �eld is the basis for
further simulation studies.

The probability of communication across adjacent block boundaries are de�ned ac-
cording to the geological expectation of inter-block �ow and is set to a number between
0 and 1 (where 0 means no communication and 1 means full communication). The inter-
block-communication is considered as a statistical parameter, while a particular fault is
considered to be sealing or not. The number referred to as the inter-block communica-
tion is an estimate of the probability of communication across the fault boundary, based
on the frequency by which similar faults are sealing or not. In short, the di�erent blocks
have a geological reference and are de�ned as physical volumes of gas con�ned by faults,
which may act as sealing barriers to gas �ow, where the inter-block communication is
the probability for communication across block boundaries.

The partition of blocks into drainage-compartments is a crucial part of the FBM.
When a new well is located in a volume-block, a new drainage-compartment is formed,
based on the location of the new well. Gas contained in neighboring volume-blocks or in
neighboring drainage-compartments are added to the gas already contained in the block
where the new well i located, corresponding to a rede�ned inter-block communication
probability. Gas shared between drainage-compartments is redistributed using a split
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factor that favors the already existing drainage-compartments on behalf of the new
drainage-compartment.

The formation of drainage-compartments could be illustrated by an example, as seen
in Figure 8.3. The gas �eld depicted in the �gure has been divided into �ve volume
blocks (left), based on existing fault patterns and evaluation of communication across
faults. It is a priori assumed that within each volume-block, communication is 100%,
ie. there is no restriction on gas �ow within volume-blocks.

Figure 8.3: Illustration of formation of drainage-compartments.

The outer borderline in Figure 8.3 is considered to be sealing and no gas will �ow
across the outer boundary. Internally, across the borderline between volume-blocks, gas
may �ow or not. The probability for communication across a borderline is given and
subject to evaluation when the drainage-compartments are formed (middle and right).
In the example shown in the �gure, three wells are producing the resources from three
individually separated drainage-compartments.

8.4.2 The FBM - A Bit of Theory

The formulation of the fault block model theory has a general form and may therefore
handle any number of volume-blocks. On the other hand, - the model is one-dimensional
in the sense that there is no vertical dimension, implying that all gas is contained in
one layer. Thus, excellent vertical communication is assumed in the gas zone.

Let us assume that our gas �eld consist of N volume-blocks (hereafter: blocks).
The process of de�ning these blocks is involving geo-expertise, where throw of faults
are individually assessed and cross-�ow evaluated. This work is performed in close
cooperation with reservoir engineering knowhow.

Summing the gas volume contained in all blocks gives the total reservoir gas volume,

Vtot =

N∑
i=1

Vi, (8.1)

where Vi is the gas volume in block i.

Even though a single fault might be sealing or not, the statistical approach of dealing
with many faults justi�es the assumption that a fault has a certain probability for
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communication across the fault boundary. This probability can therefore take any
numerical value; 0 ≤ P ≤ 1.

If the cross-�ow probability Pi,j between blocks i and j is 0, then no gas can �ow
across this boundary. In all other cases where Pi,j 6= 0, some gas can �ow across this
boundary. If a well is placed in block i, then part of the gas in block j might be
produced through this well, and therefore be part of the drainage-compartment of this
well. The cross-�ow probabilities are therefore the key parameters in de�ning the new
drainage-compartments. It is through manipulation of these parameters, we may de�ne
the drainage-compartments.

Gas may �ow from one block to a neighboring block, de�ned by the cross-�ow
probability for that particular borderline, but gas may also �ow from one block, via a
second block, to be produced from a well in a third block. Therefore, in principle, gas
in all parts of the reservoir might be produced through a well in any block. This means
that the cross-�ow probabilities could be non-zero, also for those blocks which don't
have a common borderline.

By de�ning a cross-�ow probability matrix P, we may calculate the gas volume in
a particular block and the additional volume of gas in all other blocks which would
normally belong to this block, based on gas communication across borderlines. Done
for all blocks, we get

1~V = P ~V . (8.2)

On matrix form, Eq. 8.2 translates to,
1V1
1V2
...

1VN

 =


P11 P12 · · · P1N

P21
...

PN1 PN2 · · · PNN



V1

V2
...
VN

 (8.3)

In the above equation, 1Vi is the drainage-compartment around the well located in
the i'th block. Based on the calculations in Eq. 8.1 (or Eq. 8.2), we may now decide in
which block, a well would reach a maximum of the reservoir gas. This block is identi�ed,
simply by identifying the maximum of 1Vi. If 1Vk ≥ 1Vi, where 1 ≤ i ≤ N , then we
decide to located the �rst well in block k. (This drainage-compartment might be large
enough to sustain the production from more than one well, but this is in principle
another problem and will be dealt with later.)

The volume of gas produced through only one well and located in the largest
drainage-compartment is therefore given,

1Vk = ~Pk~V , (8.4)

where the notation "1" in 1Vk means the �rst set of calculations. Locating the second
and third well location would be indicated with "2" and "3" as pre�x.

The next step in the process is, as indicated, to determine the second largest
drainage-compartment. In doing so, we have to recalculate the remaining block-volumes
1Vi, where i 6= k. This is done in order to redistribute the volumes being both part
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of 1Vk and at the same time part of the block-volumes 1Vi. These volumes have to be
shared in a "correct" way.

Recalculation of remaining block-volumes is performed by introducing a modi�ed
block-volume 2Vi, de�ned as follows,

2Vi = 1Vi − f(i)1Vi ∩1 Vk, (8.5)

where i 6= k. f(i) describes the redistribution mechanism in deciding how a common
volume, shared by a block-volume and the drainage-compartment, should be shared.
f(i) could in principle take any value 0 ≤ f(i) ≤ 1, but is in most cases set to 0.5.
This means that the volume in question, is shared equally. In principle we may identify
di�erent redistribution parameters to di�erent blocks.

The largest remaining drainage-compartment is found and we assume it to be 2Vl,
where

2Vl ≥ 2Vi, i 6= k. (8.6)

We have now located two wells, one in block k and the second in block l. What
remains to be done is to redistribute the gas volume that is in common between the
two drainage-compartments. This is done by,

2Vk = 1Vk − f(k)1Vk ∩2 Vl. (8.7)

Subsequently, we want to produce the gas in the �eld through not only two wells,
but from as many wells needed to get a sensible production pro�le and possibly an
optimized well coverage. The process described in Eqs. 8.5 to 8.7, has therefore to be
repeated for each new well location. In general this process could continue until a well
is located in all volume-blocks in the reservoir.

In the formalism above, we are seemingly modifying the drainage-compartments for
each new step taken. In reality however (and using a more stringent mathematical
formalism) the volumes are not modi�ed, - only the probability matrix is updated in
the process of locating new drainage-compartments. The recalculation done on the
probability matrix in ie. Eq. 8.5 is described as follows,

Pi,j = Pi,j − f(i)Pi,j ∩ Pk,j , (8.8)

where Pi,j ∩ Pk,j = Pi,j · Pk,j .
It is worth noticing that the fault block model is an analytical model, where the

relation between well coverage and number of wells is given on functional form. This is
an advantage we later will make use of when uncertainties in cross-�ow communications
are introduced in the calculations, by means of error propagation.

8.4.3 A Simpli�ed Model Example

An example, depicting how volume-blocks are rede�ned and drainage-compartments are
formed, as a function of number of wells in the �eld, is presented in this example. Fig-
ure 8.4 shows the formation of two drainage compartments in a �eld of �ve rectangular
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Figure 8.4: Formation of drainage-volumes for 2 wells in a compartmentalized �eld of
5 blocks.

volume-blocks. In the process shown, part of the gas volume in adjacent volume-blocks
is included in the drainage-compartments where wells are located.

In Figure 8.4), the inter-block communication is set equal to 0.5. This means that
half of the gas contained in all neighboring blocks (2, 3 and 4) are added to the
drainage-compartment in Figure 8.4 B. Figure 8.4, A and B shows the formation of
one drainage-compartment, adding gas from all neighboring volume-blocks (neighboring
volume-blocks have common block boundary). In the case of two wells (Figure 8.4 C),
with one well in Block 1 and the second well in Block 3, two new drainage-compartments
are formed and the gas contained in the �rst drainage-compartment is recalculated. Vol-
ume of gas shared between the two drainage-compartments is divided in equal parts and
assigned to each of them (The split applied in the �gure is 50%.). The gas volume not
part of any drainage-compartment (unshaded in Figure 8.4) will not be produced.

The formation of drainage-compartments Vi, is de�ned through the inter-block com-
munication probability Pi,j ,

1Vi =
5∑
j=1

Pi,jVj , (8.9)

where Vj is the initial gas volume in the volume-blocks. In the equation above, the
volume-blocks are assigned values corresponding to the distribution shown in Figure 8.4,
left. The volume-block vector is therefore de�ned (V1, V2, V3, V4, V5) = (24, 8, 16, 8, 8)
units of gas.

Locating one well in the �eld of �ve volume-blocks gives �ve alternative well loca-
tions, where the corresponding drainage-compartments vector is:

1V1
1V2
1V3
1V4
1V5

 =


1.0 0.5 0.5 0.5 0
0.5 1.0 0.5 0 0
0.5 0.5 1.0 0 0.5
0.5 0 0 1.0 0.5
0 0 0.5 0.5 1.0




24
8
16
8
8

 =


40
28
36
16
20

 , (8.10)
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where the numbers 1.0 and 0.5 in the matrix above indicate 100% internal block com-
munication and 50% communication between neighboring blocks, respectively.

The probability matrix in Eq. 8.10 represent the input data describing the commu-
nication in the �eld. The numbers in the �rst row (1.0, 0.5, 0.5, 0.5, 0) represent the
communication seen from block 1. Block 1 has an internal communication equal to 1.0,
while the cross-�ow communication between Block 1 and blocks 2, 3 and 4 is found
to be 0.5. The communication between Block 1 and Block 5 is 0.0, since there is no
common borderline between the two blocks.

Block 2 has only two neighbors, Block 1 and Block 3 and also here is the commu-
nication set equal to 0.5. The communication matrix has to be �lled in by hand and
represents a careful assessment of communication between neighboring blocks.

Since the �rst well may reach more gas being located in volume-block V1, than in
any other block (here 40 units of gas), the �rst drainage-compartment is located to
volume-block V1 where gas from volume-blocks 2, 3 and 4 are added.

In order to de�ne the location of the second well, we need to re-calibrate the
drainage-compartments by taking into account the location of the �rst. Rede�nition
of the gas distribution between the drainage-compartment already de�ned and a new
drainage-compartment is done by rede�ning the probability matrix, as shown above.
The rede�ned matrix is written:


2V1
2V2
2V3
2V4
2V5

 =


1.0 0.375 0 0.5 0
0 1.0 0.375 0 0
0 0.375 1.0 0 0.5
0 0 0 1.0 0.5
0 0 0.375 0.375 1.0




24
8
16
8
8

 =


31
14
23
12
17

 . (8.11)

From Eq. 8.11 it is seen that the second largest drainage-compartment is de�ned
when a well is located in volume-block V3. This is the situation depicted in Figure 8.4.
(If for some reason, the next well is localized in Block 5, then the calculations performed
in Eq. 8.11 are still correct and the well coverage with the second well in Block 5 will be
17 units of gas. But, on the other hand, the depicted distribution of gas, as in Figure 8.4
would look totally di�erent.)

The FBM algorithm, as seen above, has assigned a drainage-compartment to the
�rst well. Then, based on the remaining distribution of gas located in other blocks, the
second well is located in a new volume-block, de�ning a second drainage-compartment.
Since the two wells are located close to each other, and are actually sharing gas from
the same blocks, a redistribution is preformed between the two drainage-compartments.
The size of drainage-compartments is therefore totally dependent on the cross-�ow
communication between neighboring blocks.

8.4.4 Cross-through communication

Not shown in Figure 8.4, is the cross-through communication. The model also allows gas
to �ow from one block through another (or two) blocks, to be produced in a drainage-
compartment. The cross-through communication is calculated on the basis of the inter-
block communication, adding all possible ways gas may �ow between a block and a
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given drainage-compartment. Since there are many ways gas can �ow from one block
to a drainage-compartment, we have de�ned �ow paths describing the di�erent routes
gas may �ow in the reservoir. In Figure 8.4, gas may �ow from Block 5 to Block 1,
following three di�erent �ow paths. One path is from Block 5, through Block 4 and to
Block 1. Another �ow path will be from Block 5 through Block 3 and to Block 1 and
thirdly still another �ow path will go from Block 5, through Block 3 and Block 2 and
then into Block 1. Figure 8.5 is showing the three �ow paths as described above. Based
on cross-�ow analysis one could expect less gas to �ow from Block 5, trough Block 3
and 2, since this path is crossing two borderlines, as the probability for communication
is reduced accordingly. More gas may �ow through Block 3 than through Block 4 from
Block5, but that is in principle up to the cross-�ow probabilities to de�ne.

Figure 8.5: Example of �ow paths in describing cross-through communications.

In Figure 8.5 we see that gas from Block 5 can be produced through a well in Block
1 and we may ask: What is the probability of communication between Block 5 and
Block 1. (Previously we have de�ned this probability equal to zero since there is no
borderline between the two blocks.)

The combined communication probability describing the crossing of two borderlines,
ie. the borderline between Block 5 and Block 4 and the borderline between Block 4 and
Block 1 would normally be de�ned as the product of the two, since the assessment of
the communication of the two borderlines are completely independent, ie. P4,5P1,4.

If we for a moment disregard the possibility of gas �owing from Block 5, through
both Block 3 and 2 and restrict the possibilities of gas �ow only to the two �ow paths
from Block 5 via Block 3 and 4, we can more easily assess the problem of de�ning
the cross-through communication probability P1,5. We have established above that the
probability of crossing two border lines is the product of the probability of crossing
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each of the borderlines. Since both �ow paths are acting on the same block, here
Block 5, we must subtract the likelihood of gas �owing along one �ow path from the
total when calculating the communication probability of the second �ow path. If the
probability of communication from Block 5 via Block 4 is P1,4P4,5, then the probability
of communication from Block 5 via Block 3 is P1,3P3,5(1−P1,4P4,5). The cross-through
probability of communication between Block 5 and Block 1 is therefore written,

P1,5 = P1,4P4,5 + P1,3P3,5(1− P1,4P4,5). (8.12)

If we now turn back to the situation described in Figure 8.5, with three �ow paths,
the accumulated probability for cross-through communication from Block 5 to Block 1
is now written,

P1,5 =P1,4P4,5 + P1,3P3,5(1− P1,4P4,5)

+ P1,2P2,3(1− (P1,4P4,5 + P1,3P3,5(1− P1,4P4,5))).
(8.13)

Using the proposed cross-�ow probability of 0.5 in Eqs. 8.12 and 8.13, we �nd the
total cross-through probability P1,5, in the case of only two �ow paths to be 0.4375,
while in the case of three �ow paths we get 0.578125.

In principle we may chose to cross as many borderlines as there are, but in practice
the cross-through probability does not change much when "non direct" �ow paths are
added. In practical programming only four borderlines are included in the calculations
of any cross-through probability.

The relative volume of gas in Block 5 belonging to Drainage-compartment 1V1 (with
only one well), would is calculated on basis of the inter-block communication probabil-
ities and is equal to 0.578125.

The splitting factor between drainage-volumes is also not shown in Figure 8.4 or
in the calculations in Eqs. 8.12 and 8.13, above. The e�ect of the splitting factor
would be to secure a larger fractional part of the gas contained in Block 2, 4 and 5, all
shared between Drainage-compartments 2V1 and

2V2, such as increasing the gas volume
belonging to Drainage-compartment 2V1 on behalf of Drainage-compartment 2V2. The
split factor is normally between 0.50 and 0.65, based on the experience from previous
studies.

8.4.5 Handling Uncertainty

Uncertainty in the FBM is materialized through uncertainty in parameters representing
volume and cross-�ow; ∆Vi and ∆Pi,j . The de�nition of these parameters describing
uncertainty in the reservoir is mainly an exercise best suited for the geological - and
geophysical expertise, while handling of these uncertainties very much is a reservoir
engineering task.

The most intuitive method of handling uncertainty in the reservoir would be to
introduce alternative data sets; (Vi, Pi,j), in assuming a worst- and a best case scenario.
Then carry out calculations as prescribed above and assess the results from the di�erent
the simulations. The problem of handling uncertainties this way is related to the fact
of over-estimating the e�ect of ie. reduced communication in the reservoir in the worst
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case as well as over-estimating the degree of communication in the reservoir in the best
case. Simultaneously minimizing all parameters in the worst case and maximizing all
parameters in the best case does over estimate the space of variation between worst and
best case scenarios. One could, however vary only a few parameters "up or down" at
one time, but then one would be faced with many di�erent simulations which results
have to be analyzed and interpreted.

Since the FBM is based on an analytical representations such as the equations
described above and the numerics only sums up the the contributions over a limited
number of blocks, uncertainty can be handled by the method of error propagation. The
advantage of estimating uncertainty by error propagation is that we get a balanced
representation of the extreme cases.

Since the cross-�ow probabilities Pi,j , all are independent of each other, ie. estima-
tion of communication across a fault is performed individually, there are no mixed terms
in the multiplication of the probability vectors and the uncertainties can be represented
by the sums of quadrates.

Using Eq. 8.8 as a starting point, error analysis gives the uncertainty in cross-�ow
probability as a sum of quadrates,

∆Pi,j =

√
[∆Pi,j ]2 + f2(i)

∑
k

([Pi,j∆Pk,j ]2 + [∆Pi,jPk,j ]2). (8.14)

Similarly, estimation the uncertainty in the drainage-compartments based on Eq. 8.4
and the uncertainties in the various volume-blocks, is yield by the equation,

∆Vi =

√∑
k

([∆ViPi,j ]2 + [Vi∆Pi,j ]2. (8.15)

Calculations of uncertainties ∆Vi and ∆Pi,j are carried out, following the same pro-
cedure as described above and are represented as alternative output matrix of optimistic
and pessimistic view of volume and probability; Vi ±∆Vi, Pi,j ±∆Pi,j .

8.5 FBM Characteristics

The partition of neighboring blocks in forming drainage-compartments is seen as a
statistical averaging process, estimating the most likely compartmentalization of the
reservoir when a given number of wells are producing the reserves. This does not
necessarily imply that one can determine where the gas is �owing in the reservoir and
the origins of the gas that are produced through certain wells. This is also the case
for non-producible gas volumes. One does not know where they are located! We don't
possess speci�c nor local knowledge of the gas location in the reservoir. What we do
know is related to what might happen on average, following a statistical processes of
estimating where the gas is located an how it can be produced.

The FBM suggests location and sequence of well locations, based on the assumption
that �eld production will be optimized when wells are located in volume-blocks from
where the largest fractions of the gas reserves can be produced. This secures early
production from parts of the reservoir where the gas accumulation is the highest. Other
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strategies can be adopted, i.e. location of wells that secures the best area or gas volume
coverage with a certain number of wells in the �eld. Yet, another strategy would be to
locate wells, such that the outtake of gas would be depleting the �eld evenly, i.e. that
the reservoir pressure is declining similarly in all regions of the �eld.

The FBM works in a sequential mode, de�ned by the following partition algorithm:

1. The �rst well is located in the volume-block where the potential of reaching (pro-
ducing) the largest fractions of gas in the �eld (Strategy mentioned above).

2. The second well is located in the volume-block where the second largest volume of
gas could be reached. In the event that gas in these two drainage-compartments
are overlapping, redistribution is done in accordance to a pre-de�ned split-factor.

3. The process of locating additional wells and updating the drainage-compartments
is continued until all wells are located, at which time some blocks may have several
wells and other blocks may have no wells.

4. When all wells are located, uncertainty in block volumes and in inter-block com-
munications are calculated. Based on this input, alternative sets of drainage-
compartments are de�ned, where one set de�nes a reservoir with minimum com-
munication across faults (pessimistic) while the other set de�nes a reservoir where
communication is maximized (optimistic). Uncertainty handling is an important
and integrated part of fault block modeling.

5. Finally gas production is performed using material balance equations, where the
di�erent drainage-compartments are treated as non-communicating units of gas.
(Similar approaches have been presented by Ehilig-Economidis[2].)

In the FBM, all wells are in principle treated equally, using the same near well
description. The bottom-hole pressures are calculated using individual well thickness
and di�erent Dietz shape factors (relative to the shape of the block where the well is
assumed positioned in the centre of the block). The calculation of gas �ow in well
and pipes is done in accordance to recommendation by Ouyang and Aziz[13], following
the same procedure as presented in the book by Hagoort[5]. The wells are producing
against a �xed well-head pressure and the well lengths and dip angles are de�ned by
the position of the platform and the geometrical centre of the blocks where wells are
located. The material balance calculation assumes non-communicating tanks of gas
and thus no pressure- or saturation gradients in the reservoir are accounted for. The
e�ect of near well-bore condensate dropout, could be an important factor when well
delivery is considered as pointed out by Fevang and Whitson[4] in their study of gas-
condensate well deliverability. The consequences of liquid dropout near the well followed
by decreased well deliverability are more severe in low permeable formations than for
high permeable formations, as pointed out by Novosad[12]. The reservoir gas is produced
to the surface as one phase where dry gas and condensate is separated using a single
stage �ash calculation. Condensate as dropout in the reservoir is considered to be lost
production.
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8.6 Application of The Fault Block Model

The practical use of fault block modeling is demonstrated through an example taken
from one of the largest gas-condensate �elds in the Norwegian part of the North Sea.
The reservoir, discovered in 1974, is typical for about 70 % of all hydrocarbon �nds in
the North-Sea, which are fault traps [19]. A �eld region is subdivided in volume-blocks,
where gas contained in one block may communicate with gas in neighboring blocks
and the degree of communication is expressed through an inter-block-communication
probability. Figure 8.6 shows the �eld region subdivided in 38 blocks. The platform, in
this example, is located at the centre of Block 19.

Figure 8.6: Gas �eld segmented in 38 volume-blocks. Lightly shaded volume-blocks
contain less than 2.5 Gsm3 gas. Medium shaded blocks contain more than 2.5 Gsm3

of gas and darkly shaded volume-blocks contain more than 10 GSm3.

The reservoir is a marginal marine sandstone of the Hugin Formation, with good gas
productivity (permeability larger than 100 mD). Typical reservoir and simulation related
data is presented in Table 8.1. The �eld simulation is accomplished in accordance to
speci�cations given in an input data �le, containing general reservoir data, production
data, PVT data and data concerning the simulation process. Figure 8.7 shows the
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relative production of dry gas, condensate and the dropout of liquid in the reservoir.
The initial reservoir pressure is 437 bar and the minimum reservoir pressure at shut-in
is about 20 bar.

Table 8.1: Typical reservoir related data.

Porosity range 15 - 18 %
Permeability range 150 - 200 mD
Initial pressure 437 bar
Reservoir temperature 392 K
Initial water saturation 12 - 14 %
Reservoir thickness 100 - 145 m
Water compressibility 0.435 10−4 bar−1

Reservoir compressibility 0.45 10−4 bar−1

Minimum well head pressure 20 bar
Time between well production start up 90 days

Figure 8.7: Relative gas- and condensate production and liquid dropout.

The structure is dome-shaped, highly faulted and complex structured, probably
due to the presence of underlying mobile Zechstein salt. Varying gas-water contacts
and several pressure regimes encountered by exploration wells already drilled on the
�eld and slight variations in gas compositions, all indicate sealing faults as barrier to
�ow. The uncertainty in inter-block-communication due to faults acting as barriers,
is therefore an important factor encountered in connection with the development of
implementing an optimum production strategy.
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The combination of good reservoir productivity and the large number of major faults,
considered to be sealing and minor faults of partly unknown characteristic, facilitates
a compartmentalization of the gas �eld that makes the use of the FBM attractive.
In producing the gas reserves, it is thought to be of principal importance to locate
the blocks from where most of the gas can be produced. The uncertainty in reservoir
communication introduced by compartmentalization and the uncertainty in initial gas
volume represent the most signi�cant uncertainties in producing the gas reserves from
the �eld.

8.6.1 The Gas Field

The reservoir contains a total gas volume of about 120 GSm3 (109 standardm3) (GIIP).
All blocks containing more gas than 2.5 GSm3 are lightly shaded in Figure 8.6. Those
two blocks containing more than 10 GSm3 gas, are darkly shaded. Two di�erent clusters
of blocks are easily identi�ed, one around Block 5 and the other around Block 19. These
two blocks would therefore be the natural centers were most of the wells should to be
located.

A distribution of gas contained in the di�erent blocks, as presented in Figure 8.6
is shown in Figure 8.8. From the histogram in Figure 8.8, indications of two minor
clusters around Block 17 and Block 27, appear likely. The location of wells is necessarily
going to be a competition between these four clusters of blocks and the demand for a
balanced production. Due to rather high inter-block-communication in the �eld and
the uncertainty in gas volumes, an optimum well location strategy is far from obvious.

Figure 8.8: Gas in volume-blocks and uncertainty in gas volume.

Based on the estimated volume of gas present in the di�erent blocks (Figure 8.8),
it seems reasonable to expect the �rst three wells to be located in blocks 5, 19 and 17.
Since block 5 contains more than twice the amount of gas of any other block, we may
assume a pre de�ned well sequence of which the �rst four wells are located in blocks:
5, 19, 17 and 5.

The error bars put on the columns indicating volume of gas in blocks in Figure 8.8,
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show the uncertainty in volume estimation. From the �gure it is seen that major
volume-blocks also have major uncertainty attached to their volume estimation.

8.6.2 Well Location Sequence

It was initially assumed that no more than 9 wells would be necessary to e�ciently
produce the gas reserves in the �eld. With a �eld plateau rate of 12.1 MSm3/day (106

standard m3) and a maximum well rate of 3.0 MSm3/day, a well location sequence is
obtained by using the FBM. Wells are located in the following blocks: 5, 19, 17, 5, 27,
6, 5, 22 and 9. Note that only the last 5 wells have been optional in the fault block
modeling process, since it is quite obvious to locate wells in major blocks �rst.

Figure 8.9: Gas rate and cumulative production from 9, 8, 7 and 6 active wells.

The �rst four wells in volume-blocks 5, 19 and 17, cover directly or indirectly the gas
in the two major clusters. The gas contained in these volume-blocks is approximately
55% of the total reserves. The well in volume-block 27 covers the north-easterly cluster,
whereas the two wells in volume -blocks 6 and 9 cover the central region. All nine wells
together, will reach about 97% (well coverage) of the gas reserves in the �eld. The
production data is shown in Table 8.2.

Figure 8.9 shows the gas rate and the gas production in the four cases of using 9, 8,
7 and only 6 wells in the �eld (1 year = 360 days). As can be expected from viewing
the data in Table 8.2 and from Figure 8.9, more gas is reached with more wells even
though the di�erence in well coverage is maximally only 1.6%. More importantly is
however the improved plateau length and the reduced decline period, when 9 wells are
producing the gas compared to when only 6 wells are active. The maximum di�erence
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Table 8.2: Gas production from 9, 8, 7 and 6 wells, respectively.

No. of wells Well coverage Plateau fall-o� Prod. fall-o� Prod. after 30 years
% [days] [GSm3] [GSm3]

9 97.8 7519 89.28 107.87
8 97.1 7762 92.22 107.18
7 96.2 7141 84.71 104.93
6 96.2 7033 83.40 104.55

in plateau length is 486 days and the prolonged decline period is 4 to 5 years.

It is concluded from Figure 8.9, that eight wells seems to be the minimum number
needed to e�ciently produce the gas reserves. Fewer than eight wells will lead to an
early plateau fall o� and consequently a prolonged production period. With eight wells
located in six volume-blocks (5, 6, 17, 19, 22 and 27), the well coverage is presented is
presented in Figure 8.10. The �gure present volume of gas contained in the the drainage-
compartments when wells are located in only six volume-blocks. The continuous line
is indicating the cumulative volume coverage when more drainage-compartments are
included in the production strategy. Error bars are based on calculations performed
error propagation, as presented earlier.

Figure 8.10: Drainage-compartments using eight wells in the �eld.

The condensate production from the �eld (using eight wells) is shown in Figure 8.11,
where the declining condensate production during the plateau period, is due to liquid
condensation in the reservoir. The GOR is seen to vary between 2100 - 2700 Sm3/Sm3

during the production lifetime of the �eld. The �gure shows a de�nite fall-o� in conden-
sate rate. Depending on the richness of the gas, means to reduce the pressure decline
in the reservoir could be evaluated. (In our case the gas is rather lean and consequently
no e�ort would be made to counteract normal pressure decline in the reservoir.

The drainage-compartment pressure development is presented in Figure 8.12. The
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Figure 8.11: Condensate rate- and production pro�les.

somewhat widely spread compartment pressures as a function of time (days), is a sign
of un-balanced production and is a case for further optimization. When the pressure is
declining di�erently in di�erent parts of the reservoir, the danger is that non-optimum
�ow patterns could develop. In order to secure that gas is �owing the shortest way from
where it is located to where it is going to be produced is an important requirement in an
optimized production strategy. The wide spread of pressure decline pro�les, as shown
in Figure 8.12, is therefore a clear indicator non-optimum �ow patterns.

8.6.3 Well Rate Adjustments

The well rate is automatically adjusted in the FBM relative to the maximum well rate
and the plateau rate. The adjustment is done to allow all wells to produce simulta-
neously at reduced or maximum rates. The well rates are continuously regulated to
compensate for varied production conditions, i.e. when one well goes into decline other
wells will share the loss of capacity su�ered by the declining well. Figure 8.13 shows the
gas rates from the di�erent drainage-compartments and the total (�eld) rate. In the
�gure we see that the three wells in the drainage-compartment based in Volume-block 5
are producing the gas in that compartment e�ectively up to a time of about 7200 days,
after which the three wells go into decline simultaneously. Since they are producing from
the same compartment of gas, their bottom hole pressure are equal and they therefore
behave similar. When this happens, the other wells producing from other compartments
are compensating the loss of production from the wells in Volume-block 5 by increasing
their production proportionally. They all increase their production with an equal share
of the rate lost by the three wells in Volume-block 5. This feature is included into the
FBM in order to e�ectively sustain maximal plateau length production.
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Figure 8.12: Pressure development for 8 wells in 6 drainage-compartments.

Figure 8.13: Gas well �ow rates compared to total �eld rate.

There are basically two characteristics that explain the well rate pro�le. First, all
well rates are adjusted such as to reach a balanced production, i.e. to follow the same
pressure development for all wells. For the three wells in Block 5, this means that these



8.6. APPLICATION OF THE FAULT BLOCK MODEL 289

well rates are reduced relative to other wells since gas production and thus the declining
block pressure in Block 5 would otherwise, be much steeper than for the other drainage-
compartments. Second, when one well is falling o� plateau production due to minimum
bottom-hole pressure reached, other wells are upgraded to take over its production and
thus get an increased well rate.

8.6.4 Uncertainty in Field Production

The uncertainty in �eld production related to reservoir communication is primarily
linked to minor faults being open or closed to �uid �ow. Uncertainty in �eld production
could therefore be studied by taking two examples of the reservoir where minor faults
in one case are considered closed and in the other case, considered open.

The closed case is simulated by reducing the inter-block communication to 0 in
all cases where it is initially less than 0.5. In those cases where the inter-block com-
munication initially is larger than 0.5, it is set to 0.4. This reduction in inter-block
communication will e�ciently reduce the communication between di�erent blocks. The
open case is simulated by simply increasing all inter-block communication initially larger
than 0.5 to 1.0.

The gas rate- and production pro�les for the three cases of: average-, open- and
closed reservoir are shown in Figure 8.14 and in Table 8.3. The rather small di�erence
between the average- and the open case, demonstrates the fact that the average repre-
sentation of the reservoir is rather open in the �rst place and consequently, that most
of the minor faults are considered to be communicating. The di�erence in production,
shown in Figure 8.14, does not include the uncertainty in gas volume and thus only
represents the variation in reservoir communication as such.

Table 8.3: Uncertainty in �eld production: Open/closed reservoir and Error propaga-
tion.

Reservoir Plateau fall-o� Prod.at fall-o� Prod. after 30 years
[days] [GSm3] [GSm3]

average 7762 92.22 107.15
open 8005 95.16 109.42
closed 6952 82.42 95.29
optimistic 8653 103.00 119.53
pessimistic 6844 81.12 93.24
optimum 8140 96.79 107.42

(after 28.5 years)

The FBM represents the uncertainty in gas production by calculating the error
propagation due to assigned uncertainties in both inter-block communication and in
gas volume. If the probability for communication across a fault (block boundary) is
assumed to be 0.4 (40%) and the pessimistic and optimistic estimates are 0.2 and 0.6,
respectively, then the relative uncertainty is set to 50%. This number is further used
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Figure 8.14: Production pro�les when minor faults are considered closed compared the
the case when minor faults are considered open.

in the error propagation algorithm and represent the relative error in the cross-�ow
probability.

Figure 8.15 and Table 8.3 shows the alternative production pro�les in the two cases
where both uncertainties in inter-block communication and in gas volume are considered.
The di�erence in plateau fall-o� in the two extreme cases is seen to be about 5 years
and the di�erence in cumulative gas production after 30 years (10800 days) is about ±
12 % of what is considered to be the average gas production.

Using the features of the FBM, we may now compare the rate- and production
pro�le, in the two cases where; both uncertainty in volume and cross-�ow probability
is included in the error analysis, as shown in Figure 8.15, and the case where only
uncertainty in the cross-�ow probability is included. Figure 8.16 show the di�erence
between these pro�les, where one pro�le is subtracted by the other. The di�erence in
the production pro�les shows that when uncertainty in volume estimation is reduced to
zero, the total uncertainty of gas production from the �eld is reduced by about 63%.
This means the the dominating reservoir uncertainty is related to the uncertainty in
assessing the volume of gas in the reservoir.

Figure 8.16 also illustrates the fact that uncertainty in volume and cross-�ow proba-
bility is a�ecting gas production rather late in the production phase, after about 18 to 19
years of constant plateau rate production. From this time and onwards, gas production
may go into decline or continue another 5 years with steady plateau production. From
these error analysis it is therefore concluded that the uncertainty in volume and cross-
�ow communication is responsible for introducing uncertainty about gas production in
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Figure 8.15: Production pro�les when uncertainties are calculated by error propagation
for both volume and cross-�ow probabilities.

the latter part of 10 to 15 years of production from the �eld.

8.6.5 Balanced Field Production

It has already been suggested that a more balanced gas production from the �eld could
be achieved by adapting an optimum well location sequence. The purpose of this opti-
mization would be to secure a more balanced outtake of gas from the di�erent drainage-
compartments.

From Figure 8.10 it is seen that drainage-compartment 19 has the potential for a
second well. Considering a balanced production from the whole �eld, a revised well
location sequence should also be considered. The �rst four wells are pre-de�ned (in
volume-blocks: 5, 19, 17 and 5) and followed by wells in volume-blocks 27 and 22,
before any further wells are located in the central and southern regions of the �eld. It is
therefore left for the FBM to suggest where the remaining two wells should be located.

Since Volume-block 5 already has two wells and its well rates have been seen to be
automatically reduced at an early time, due to large gas out-take, it is reasonable to
postpone location of the third well in Volume-block 5. These considerations lead to a
revised well location sequence where wells are located in blocks: 5, 19, 17, 5, 27, 22, 19
and 5.

In Figure 8.17 we compare the gas rate- and production pro�les for a balanced pro-
duction, as stated above, to the previous case discussed earlier. Since the optimum well
location sequence depletes the gas volumes more evenly, the plateau fall-o� comes about
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Figure 8.16: Gas rate- and production di�erence when uncertainty in reservoir commu-
nication and/or in gas volume is considered.

one year later compared to the previous case. Consequently, the declined production is
much steeper and therefore the shut-in of production comes about 5 years earlier in the
optimum (balanced) case. The same well head pressure is used in both cases.

The pressure pro�les for the di�erent drainage-compartments, shown in Figure 8.18,
is another indicator of near optimum gas depletion of �eld. As seen from the �gure the
drainage-compartment pressure pro�les is quite similar during the production of the
�eld. For those volume-blocks which is not produced, the pressure pro�le will remain
constant with time (horizontal line in Figure 8.18). The gas in these volume-blocks is
either part of the gas produced from one of the draining-compartments or the gas in
the block will simply not be produced.

Fetkovich et al.[3] compared production from non-communicating units (compart-
ments) by evaluating the relative block rate (rate per cumulative production) as a crite-
ria of balanced production. In Figure 8.19, the drainage-compartment rates divided by
cumulative production is shown. Since all pro�les follows the same trend, balanced pro-
duction is obtained. This means that all drainage-compartments are depleted similarly
and optimum drainage condition in the �eld prevails. However, a correction deduced
from Figure 8.19, could be to increase gas production from wells in blocks 22 and 27,
since production from these two blocks starts up somewhat later, compared to the other
drainage-compartments.
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Figure 8.17: Balanced production pro�les relative to previous case.

Figure 8.18: Pressure development under balanced production.

8.6.6 Reduced Uncertainty in Field Production

An analysis of the uncertainties in the optimum case, described above, is shown in
Figure 8.20. The �gure shows three sets of uncertainty pro�les, where each uncertainty
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Figure 8.19: Relative drainage-compartment production.

pro�le is the di�erence between the optimistic- and the pessimistic case deduced by
error propagation. The full line pro�le represents the gas rate- and production uncer-
tainty pro�les in the optimum case. Relative to the optimum case, there is a maximum
di�erence between the optimistic and the pessimistic case of gas produced, equal to ±
13 % of total gas production. When the uncertainty in block volume is disregarded (set
to zero), as seen from the pro�les shown as short dashed lines, the relative uncertainty
in gas production is reduced to ± 5.5 % of total gas production, which represent the
uncertainty by reservoir communication alone.

The long dashed lines represent the uncertainty pro�les where a relative reduction
in gas volume uncertainty is set to 25 %. This way of reducing uncertainty in gas
volume, demonstrate the possibility given by the FBM to locate gas volumes in the �eld
where reservoir uncertainty should be reduced in order to most e�ectively reduce the
overall reservoir production uncertainty. This feature in the FBM is directing the user
toward those parameters that are imposing the largest error on total gas production.
Special actions could then be taken in order to reduce these uncertainties which are
most signi�cant for total uncertainty.

If a fault is associated with a large uncertainty and �uid �ow across that fault is
important to the overall gas production from the �eld, then the gain in production,
by reducing this uncertainty could be demonstrated through plots such as Figure 8.20.
Uncertainties of this kind may be reduced by locating a well close to this fault or in any
other way unfolding this uncertainty.

8.7 Final Comments

The Fault Block Model is developed with the purpose of forecasting reservoir per-
formance in strongly faulted gas-condensate reservoirs, where the principal reservoir
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Figure 8.20: Gas rate- and production di�erence for optimum case and reduced uncer-
tainty cases.

uncertainty is related to the �ow communication across faults and initial gas reserves.
The FBM can be used to study regional well location performance with the purpose of
de�ning the optimal well location sequence and balanced gas production.

The primary features of the FBM are as follows:

1. De�nition of optimal well location sequence based on pre-de�ned strategy(ies) for
i.e. i) production from the largest gas reservoirs �rst, ii) production from those
reservoirs that contact (cover) a maximum of the reserves and/or iii) production
from those reservoirs which ensures a balanced out-take of gas from the whole
�eld.

2. Presentation of the uncertainty inherently related to the reservoir data by al-
ternative production pro�les, showing the risk and opportunity aspects of gas
production. Uncertainty analysis, involving the alternative production pro�les,
may also facilitate the location of those areas in the �eld where further reduc-
tion of reservoir uncertainty would have the greatest impact on the overall gas
production performance.

3. Major changes in the reservoir model are e�ectively implemented by varying the
inter-block communication probabilities. These changes make a visualization of
the robustness of the well location sequence easy to evaluate.

4. Assessment of transmissibility and other aspects of reservoir gas communication
are e�ectively investigated using this model. Such information could eventually be
used as part of the general database when constructing a �nite-di�erence reservoir
simulation model.
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Part II

Project Exercises
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Project Exercise 1

Molar Phase Split

In this exercise we will focus on phase equilibrium and �ash calculation, as a tool for es-
timating the molar phase split factor, V. For reference see section 2.6 Phase Equilibrium
and subsection 2.6.1 The K-value Method.

All calculations in this exercise are carried out in a specially prepared Excel spread-
sheet FlashCal.xls. The work related to solving this exercise is therefore mainly
related to this spreadsheet. Based on some input data, various numerical calculations
are performed, displaying the characteristic process in de�ning phase equilibrium.

The spreadsheet is meant to be self explainable in the sense that, together with the
information presented in this exercise, all calculations should be doable without any
further assistance.

1.1 Parameters

The input data presented in the spreadsheet is limited to critical temperature (Tci)
and pressure (pci) of each component, the acentric factors (ωi) and the reservoir �uid
composition (zi). (The composition is taken from the Sleipner Vest gas, presented in
Tables 2.4 and 2.5. From these data, we can estimate various parameters such as; the
critical point (temperature and pressure) for the �uid, the equilibrium constant Ki and
the molar phase split, represented by the vapor split V . We may also calculate the
composition for the liquid and vapor parts in equilibrium as function of pressure and
temperature.

1. Open the FlashCal.xls �le and calculate the critical point for the reservoir �uid.
Use the common equations of molar mixing,

Tc =
N∑
i=1

ziTci and pc =
N∑
i=1

zipci,

where N is the number of compounds (here N = 14). (NB: The molar mixing
model proposed above may not render the most accurate result of critical values, as
the model is quite simplistic with respect to the mixing process of real hydrocarbon
gases, in particular at elevated pressures.)
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2. What is the critical temperature measured in oC and pressure in bars for the
reservoir �uid presented? Copy Tc[

oC] and pc[bar] into the spreadsheet.

3. What does the critical temperature and the reservoir temperature tell you about
the kind of reservoir at hand? (Hint: Think in terms of a PT-plot and where does
the isothermal depletion line cross the two phase region.)

The equilibrium coe�cients Ki are dependent on both temperature and pressure
and to a certain extent also on the molar composition. At constant temperature and
pressure, the equilibrium coe�cients are all considered to be well de�ned constants
de�ning the mixture.

TheK-values can be estimated using di�erent models (techniques), of which the well
known GPA Binary Charts model is the historical most famous one. Other ways of rep-
resenting the K-values are through regression formulas, where various thermodynamic
parameters are involved. One of the more simpler formulas of this kind, proposed by
Wilson [1], is presented below. In this formula, theKi are primarily de�ned for pressures
lower than 3.5 M Pa.

Ki =
pci
p
exp

{
5.373(1 + ωi)

(
1− Tci

T

)}
.

The advantage of using the formula above is related to the strait forward implemen-
tation of Ki in e.g. spreadsheet calculations. The disadvantage is that it has a limited
range of practical use.

The phase equilibrium has been de�ned by the following equation (see Eq. 2.14),

G(V ) =
N∑
i=1

zi(Ki − 1)

1 + (Ki − 1)V
= 0,

where N is the number of compounds in the �uid and V is the gas fraction or the gas
split fraction (V + L = 1). In the case of single phase gas, the �uid gas fraction is;
V = 1 and alternatively in the case of single phase liquid; V = 0. For these two extreme
cases, the above equation renders,

N∑
i=1

zi
Ki

= 1, V = 1 and
N∑
i=1

ziKi = 1, V = 0.

When two phases are in equilibrium, the summations above are both greater than
one,

N∑
i=1

zi
Ki

> 1 and
N∑
i=1

ziKi > 1.

Then, the �uid is in its two-phase state, and a solution of the equilibrium equation can
be found; V ε < 0, 1 >. The condition above should therefore be used to check whether
a solution of the phase equilibrium equation G(V ) = 0, exist.
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4. Carry out the test described above by calculating the summations;
∑
zK and∑

z/K, when T = 393 K and p = 10 bar, where a reservoir pressure of 10 bars
could be associated with the reservoir abandonment pressure. (Use the desig-
nated spaces for calculations and copy the numerical values of the test into the
spreadsheet.)

5. Does a solution, V of the equilibrium equation, exist at natural condition, i.e.
(Tsc = 288K and psc = 1bar) ? Copy the numeric test result into the spread-
sheet. (NB: Data which is copied from a certain cell in to a di�erent celle in
the spreadsheet can be detached from further calculations, simply by pasting the
numeric value stored. See comment below!)

6. Does a solution exist for the dew-point pressure. See Table 2.5. Copy the numeric
test result into the spreadsheet.

7. Discuss the shape of the two-phase envelope based on the information about the
PT-data considered so far. Plot the above mentioned three data points; (p, T )sc,
(p, T )C and (p, T )dew and the reservoir pressure and temperature in a PT-plot
and sketch the envelope. (You may here draw a line through some of the points
mentioned in a plot containing the three PT-data mentioned.)

(Comment: In a worksheet there are several ways to carry out the "copy and
paste" command. If you copy and paste without any speci�cation, all information is
copied; numbers, formulas and references to cells. In some cases it is convenient to copy
only the numerical values, without additional information. In these cases the proper
paste-function must be chosen.)

1.2 Calculation of Vapor - Liquid Equilibrium

The purpose of the following deduction is to show how the vapor phase split V can be
estimated, by solving the equilibrium equation G(V ) = 0 using the Newton - Raphson
iteration method.

If a solution V exists (the tests:
∑
zK > 1 and

∑
z/K > 1, are valid). We may

write the equilibrium function G(V ) as a Taylor expansion,

G(V ) = G(V 0) +
dG(V 0)

dV
(V − V 0) + · · · ,

where V is an expansion close to the "true" solution V 0. An approximation of the above
equation is

G(V ) ≈ G(V 0) +G′(V 0)(V − V 0), (1.1)

where G(V 0) = 0 and where

G′(V ) =
dG(V )

dV
=

N∑
i=1

−zi(Ki − 1)2

[1 + (Ki − 1)V ]2
.
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As seen from the above expression, G′(V ) is a monotonous decreasing function in
V , well suited for solution iteration algorithms.

The above iteration formula can be rewritten using Eq. 1.1.

V 0 = V − G(V )

G′(V 0)
,

where V 0 is the "true" value and V is an approximation close to the "true" value.
If we start the iteration process by e.g. V k=1 = 0, we may write the iteration

formula after k steps, as follows

V k+1 = V k − G(V k)

G′(V k)
.

Figure 1.1 depicts the process of step-wise iteration, where G′ = dG/dV is the
tangent to the function G(V ). Notice that the iteration in the �gure may start at any
value, V k=1ε[0, 1].

Figure 1.1: General presentation of Newton-Raphson iteration process. Notice that
the iteration process in the above �gure starts at V k=1 = 0.(It could equally well have
started at V k=1 = 1.)

8. Study how the iteration is implemented in the FlashCal.xls �le. The two �rst
iteration steps are already de�ned. Notice �rst how G(V ) is calculated, then how
dG(V )/dV is calculated and �nally how V −G(V )/G′(V ) is calculated. Add more
iteration steps, simply by copying the second iteration step into the place where
the third iteration step should be implemented. Decide how many iteration steps
is needed, in order to estimate the "true" solution. The iteration may contain
more than 10 steps. Use 9 signi�cant numbers as the conversion criteria for the
iteration process.
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9. Find the vapor split fraction at standard condition and at standard pressure and
reservoir temperature.

10. What is then the phase split at initial reservoir conditions when we assume the
gas to be in single phase? Calculate the face split under reservoir conditions and
comment on the discrepancy between the results obtained and what is presented
in the textbook. Find a possible cause for this discrepancy.

11. As mentioned above, the K-values are valid only for a limited range of pressures
lower than 35 bars. Within this limitation, observe how the vapor fraction V
changes when the pressure increases. For each new simulation (new pressure),
check that a solution will exist. Make a table containing the pressure, temperature,
the test results (

∑
zK/

∑
z/K) and vapor split V . Use 3 points, i.e. T = 393K

and p = 3, 10 and 30 bars.

12. In which state would the gas be in, if the reservoir pressure could be lowered to 1
bar?

1.3 Phase Composition

When V is known, the phase compositions yi and xi are easily found using the formulas

yi =
ziKi

1 + (Ki − 1)V
and xi =

zi
1 + (Ki − 1)V

.

13. Calculate the phase compositions at standard condition and at abandonment con-
dition, i.e. at reservoir temperature and at minimum reservoir pressure, say 10
bars. Show the compositions as histograms, where the gas and liquid compositions
are shown in the same histogram.

14. Calculate the function G(V ) as in Figure 1.1 and plot the data for standard
conditions.

15. Make a new plot using the same data, where the focus now is shifted towards the
zero point (where the function G(V ) is crossing the x-axis). Adjust the scale of
the V-axis such that V ε[0.9, 1.0]. (Observe the e�ect of focusing-in on the zero
point.)

16. Plot G(V ) for the following choice of parameters (T,p); (393,0.5), (393,1), (393,3)
and (393,30). Plot all graphs in the same plot and calculate the phase split factors
in the four cases.

17. Add the four (p,T) data points from the item above, in the above two-phase plot
initially containing the standard-, the critical- and the dew point and draw the
quality lines (iso-volume split lines) crossing through the four phase split factors
calculated above.

18. Observe the shape of the function G(V ) and compare it to Figure 1.1. Use a
di�erent start value V k=1 < 1 and observe the collapse of the iteration process.
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Try the two values V ε{0, 0.5} and explain what happens. Why does the iteration
process collapse?

Make a short report, answering the above questions. Include tables and plots, simply
by using the copy and paste functions.
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Project Exercise 2

PVT-Simulation

In this exercise you will work with a custom made PVT-simulation program, primarily
made for demonstration purposes. The program has limited capability compared to
commercial PVT-simulation packages, both with respect to options for PVT calculations
but also with respect to tuning and general optimization procedures.

The PVT-simulation program is an executable �le; PVTsim.exe. The program and
the associated data input �le; PVTsimInput.dat should be stored in the same folder on
your computer, preferably on the "Write-board". The program is executed by simply
double-clicking on the program. The simulation results are written to two �les, which
are saved to the same directory or folder. The PVTsimLog.dat �le is logging the input
data in addition to present the simulation data. All information related to the simu-
lation process is stored in the log-�le. A selection of output data is presented in the
PVTsimPlot.dat, well suited to copying and plotting by e.g. Excel.

2.1 Running the Program

Successfully running the PVT-simulation program, relies on a 100% correct completed
data input �le. If the PVTsimInput.dat �le is misrepresented, the program will not
run. Errors in the data-�le might be logical errors, such as putting in numbers which
don't �t the simulation, errors related to the operational convention reading the �le and
lastly letters/numbers or sign that is wrongly positioned in the �le text.

2.1.1 The Data Input File

The data input �le is an ordinary text �le which is read by the simulation program.
The input �le contains quit a bit supplementary text, - text meant to explain the data
content of the �le. Lines containing such text has a star (*) in the �rst column! All
lines not starting with a star, are data read by the simulation program. These data
could be; text, integrer - or real numbers.

The data contained in the PVTSimInput.dat �le is organized in three groups; Sim-
ulation data, Program data and Fluid data, as shown below.

309



310 PROJECT EXERCISE 2. PVT-SIMULATION

PVTsimInput.dat �le

*

* **** Start data input-file for PVTsim

*

* Data file for PVT simulation

* 10 20 30 40 50 60 70

* 1234567890123456789012345678901234567890123456789012345678901234567890

'Title of feed (max 70 characters)'

*

*

*

* *** SIMULATION DATA

*

* SIM= 1 or 2 Simulation program: (T[K],P[bara])

* SIM=1 Two phase envelope calculation - NB. NPT=3

* (T1=start temperature, T2=Tmin, T3=Tmax)

* (P1=start pressure,P2=Pmin, P2=Pmax)

* SIM=2 Depletion pressure calculation

* (T1=constant)

* (P1, P2, Pi=(P2-P1)*i, i=3,NPT)

*

* NPT= 1, ..., 100 Number of pressure and temperature data

*

* SIM NPT (min 2) [Integer]

1 3 (Envelope limits)

* 2 45 (Depletion temperatures)

*

* Temperature [K]: [Real]

* T1 T2 T3

220.0 220.0 500.0 (Envelope limits)

* 380.0 (Depletion temperature)

*

* Pressure [bara]: [Real]

* P1 P2 P3

10.0 10.0 300.0 (Envelope limits)

* 10.0 20.0 (Depletion pressures)

*

*

*

* *** PROGRAM DATA

*

* DCHCK=1,0 Data check mode [Integer]

* DCHCK=1 No simulation is done.

* DCHCK=0 Full simulation.

*

* EOS= 1 or 2 Equation of state [Integer]

* EOS=1 Peng-Robinson

* EOS=2 Soave-Redlich-Kwong

*

* STEP=300 No. of iteration steps in Flash calculations [Integer]

*

* FUGERR=1.0D-12 Fugacity tolerance criteria [Real]

*

* PERR=0,1 Print warnings [Integer]

* PERR=1 Warnings are printed.

* PERR=0 Warnings are not printed.
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*

* DELTA=0,1 Use of binary interaction coefficients [Integer]

* DELTA=1 Coefficients are used.

* DELTA=0 Coefficients are all equal to zero.

*

* DCHCK EOS STEP FUGERR PERR DELTA

0 1 300 1.0D-12 0 0

*

*

*

* BINARY INTERACTION COEFFICIENTS: delta(i,j)

*

* N2 CO2 C1 C2 C3 iC4 nC4 iC5 nC5 C6 C7 C8 C9 C10+

* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 Comp.

0.0 0.0 0.031 0.015 0.852 0.1 0.071 0.1 0.1 0.149 0.144 0.15 0.155 0.155 N2

0.0 0.107 0.132 0.124 0.14 0.133 0.14 0.14 0.145 0.145 0.14 0.145 0.145 CO2

0.0 0.026 0.14 0.025 0.013 -0.005 0.023 0.422 0.035 0.047 0.047 0.05 C1

0.0 0.001 -0.006 0.009 0.008 0.007 0.014 0.015 0.016 0.019 0.03 C2

0.0 -0.007 0.003 0.011 0.012 0.026 0.056 0.059 0.007 0.02 C3

0.0 0.0 -0.004 0.002 0.025 0.025 0.026 0.006 0.01 iC4

0.0 0.017 0.017 0.017 0.019 0.012 0.01 0.001 nC4

*

*

* *** FLUID DATA

*

*

*** FLUID: Gas 1

*

* N (max 20) Number of components [Integer]:

11

*

* Pure Component Data

* COMP CMW TC PC AF Z(RG)

* kg/kmol K bara

'Nitrogen' 28.041 126.10 33.94 0.0403 0.0170 1

'Carbon Dioxide' 44.010 304.19 73.82 0.2276 0.0328 2

'Methane' 16.043 190.56 45.99 0.0115 0.8924 3

'Ethane' 30.070 305.32 48.72 0.0995 0.0308 4

'Propane' 44.096 369.83 42.48 0.1523 0.0068 5

'Iso-Butane' 58.123 408.14 36.48 0.1770 0.0012 6

'Normal-Butane' 58.123 425.12 37.96 0.2002 0.0013 7

'Iso-Pentane' 72.150 460.43 33.81 0.2275 0.0006 8

'Normal-Pentane' 72.151 469.70 33.70 0.2515 0.0004 9

'Hexane' 86.177 507.60 30.25 0.3013 0.0006 10

'Heptane Plus' 100.204 540.20 27.40 0.3495 0.0161 11

*

*

*

2.2 Data File Manipulation

The PVTsimInput.dat �le may be opened in e.g. WORDPAD or in any other editor.
The �rst data read by the program is the title-line. Each simulation run can have a
title containing up to 70 characters.
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The data in the input �le is divided in three sections; Simulation data, Program
data and Fluid data, as explained below.

2.2.1 Simulation Data

Two possible PVT simulations are made possible; two-phase envelope calculation and
depletion pressure calculations. To choose between the two, a SIM �ag has to be set.
Additionally a number of PT calculation has to be de�ned by the NPT �ag.

The temperature and pressure range are also required, and the de�nitions of these
ranges are indicated in the �le. In this exercise, the pressure setting may be left un-
changed while the temperature setting might be changed, depending on the calculations
to be done.

As the PVTsimInput.dat �le is presented above, two phase envelope calculations
are being preformed. To change to depletion pressure calculations, one has to activate
all three data lines in the Simulation Data section.

2.2.2 Program Data

The program data section contains information on how the program should run. The
di�erent data in this section could be left unchanged in this exercise. However if you
experience problems in running the program and have di�culties with resolving your
problem, - by changing the data check �ag DCHCK from 0 to 1, the program will read
and write the data without running the simulation. This allows you to check the data
and possibly resolve your problem.

2.2.3 Fluid Data

The �uid data section contains the number of components N, the feed Z(RG) and the data
characterizing the �uid; average molar weight CMW, critical temperature and pressure TC
and PC and the acentric value AF.

The only parameters that need to be changes in this exercise is the �uid composition.
The �uid composition presented in the data �le is called Gas 1. When you change to
the second or third �uid, you can do so simply by copying the whole section from "***
FLUID: Gas 1" to the end marked by "*", and name the new �uid e.g. Gas 2. The
�uid you changed from can be commented out by putting a "*" in the �rst column,
since the program only reads data lines.

2.3 PVT Simulations

Carry out the following simulations given the data in Table 2.1.

1. Plot the the gas composition for the three gases in Figure 2.1 using a histogram
and try to classify the gasses based on the plot and the tabulated data. What
characterize dry gases compared to gas condensates and how can we di�erentiate
gas condensates?
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Table 2.1: Compositions of gases

Gas 1 Gas 2 Gas 3

Nitrogen 0.0170 0.0016 0.0019
Carbon Dioxide 0.0328 0.0249 0.0348
Methane 0.8924 0.7462 0.7849
Ethane 0.0308 0.0899 0.0593
Propane 0.0068 0.0511 0.0153
Iso-Butane 0.0012 0.0103 0.0032
Normal-Butane 0.0013 0.0186 0.0092
Iso-Pentane 0.0006 0.0069 0.0052
Normal-Pentane 0.0004 0.0076 0.0050
Hexane 0.0006 0.0095 0.0112
Heptane Plus 0.0161 0.0334 0.0700

2. Plot the two phase envelope for the three gases and mark the critical point on the
plot.
Use Excel or another spread sheet program.

3. Use Gas 2 and plot the two phase envelope and critical point for the following
sensitivities.
(The purpose with this exercise is to observe how the two phase envelope is chang-
ing when the gas becomes slightly richer and/or slightly leaner. Observe how the
critical point is moving.)

(a) Modify Gas 2 by subtracting C1 by 5%, C2 and C3 by 3% and balancing the
�uid by changing the C+

7 composition.

(b) Modify Gas 2 by adding C1 by 3%, C2 and C3 by 1% and balancing the �uid
by changing the C+

7 composition.

Comment the observation by refereing to �gures perviously presented in Chapter
2 in the text book.

4. Use Gas 2 and Gas 3 and plot the vapor molar fraction similarly to the plot in
Figure 3.11 in the text book. Use the same depletion temperatures; 350 o0K and
370 oK.
What is the maximum liquid drop out in the four cases?

5. Plot the two-phase envelops for Gas 1, changing the EoS from Peng-Robinson to
Soave-Redlich-Kwong and comment the di�erence.

6. Write down the two EoS from Peng-Robinson and Soave-Redlich-Kwong. De�ne
dp/dT and compare the result with the observation from the plot above. Explain
why the SRK-EoS is located outside the PR-EoS.

7. Plot the vapor molar fraction, as done above, for a depletion temperature of
T = 300 oK.
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What is the percentage change in maximum liquid dropout using SKR-EoS com-
pared to using PR-EoS?



Project Exercise 3

Introduction to the Simulation

Model and Material Balance

Calculations

The �rst part of this exercise is meant to familiarize the reader with the computer
program NGASSIM.EXE, which is a principal tool in the process of project-based learning.

The program NGASSIM.EXE and the data input �le NGASDATA.DAT should be located
in the same folder or preferably on the PC "Write-board". The program is executed by
simply double-clicking on the program icon. The simulation results are written to �les,
which are saved on the same directory, folder or on the write-board. Before staring to
work with the exercises, a copy of the data �le should be saved in the folder as version
1 or in a folder named e.g. "Introduction".

Whenever progress is made, - it is recommended to save a copy of the data-�le to
the folder. Following this recommendation saves time and will prevent a situation of
having to redo work already done, when loosing important data. A frequently occurring
situation is that you get stuck and unable to �nd the error, disabling you to proceed
running the program.

Whenever a work project is accomplished, the modi�ed data input �le together with
other data and work �les (e.g. Excel data �les, plots, etc.) should be stored in the folder.

In the last part of the exercise we will look more closely into the process of material
balance simulation, with special emphasis on the balance between drainage and aquifer
in�ux. Primarily non-volumetric depletion is considered but also volumetric depletion
are studied.

Before answering the questions, a short introduction to the simulation program and
the attached data �le is given. The data �le will remain the same through out this
exercise as well as for the next exercise. In the following exercises, the program will be
further updated, new and updated data �les will be presented. The name of the data
�le will, however, remain the same. It is therefore quite convenient and in part also
necessary to keep the di�erent versions of the simulation program and their data �les
separated, i.e. in di�erent folders.
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BALANCE CALCULATIONS

3.1 Simulation of Material Balance

A simulation program is written with the purpose of performing the material balance
calculations based on the equations presented in the textbook. The program code,
written in Fortran, or other issues related to programming technicalities, are not part
of this course.

3.1.1 Organization of The Simulation Program

The program is organized with the purpose of being self explainable. The program is
updated with respect to the various topics presented in the coming chapters, like e.g.
well in�ow performance, well-bore �ow behavior and reservoir and �eld production.

The simulation program has a hierarchic structure with a Main Program at the top
of the structure. From this program, calls are made to Subroutines where the actual
calculations are being performed, see Figure 3.1. The actions taken in the main program
can be separated into three parts.

Initializing: All parameters such as integers, reals, characters, commons and constants
are initialized in the main program. The listing of parameters is complete, such
that all parameters used in the program are included in these lists.

The CPU clock is started and stopped in the main program.

The initialization procedure also includes the opening of three data �les NGASDATA.DAT,
NGASPRNT.DAT and NGASLOG.DAT. The NGASDATA-�le includes all input information
(see subsection 3.1.2 about the data-�le). The NGASPRNT-�le contains information
about the status of the simulation process. If something goes wrong during the
simulation process and the program is halted, then information contained in this
�le can help locate where in the program the error occurred. The NGASLOG-�le is,
as the name suggests, the data-log-�le. All information read from the NGASDATA-
�le is written to this �le. Similarly, all information resulting from the simulation
can be written to this �le. The NGASLOG-�le can thus become quite big in number
of lines and kilo bytes.

Calls: According to Figure 3.1, only three calls are done in the main program. First
the READDATA-subroutine is called. This program reads then data �le and then
returns the control to the main program. Then input data is written to the log-
�le by using the WRITEDATA-program. The main program then makes a call to
the GASPROD-subroutine, which is organizing the simulation process. From this
program various other programs are called in order to carry out the simulation
process.

Output: At the end of the simulation process, all simulation results recorded are trans-
formed to the main program, grouped into various categories and printed to several
output data �les. The result of each simulation is therefore contained in these �les
and can be viewed by e.g. plotting the data from these �les. In order to run the
program, both the NGASSIM.EXE and the NGASDAT.DAT �les have to be located in
the same directory/folder.
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GASPROD

The GASPROD-subroutine starts the simulation process by calculating the gas - and
liquid initially in place (GIIP and LIIP). In this process calls to the subroutines PVT-
TAB and GASFAC are done. The main time loop is then initiated where the time
step period is taken form the data input-�le. During each time step, data regarding
production rates, reservoir pressure, cumulative produced �uids and remaining �uids
are logged. When the reservoir pressure reaches a prede�ned cut-o� pressure and the
Minimum Bottom Hole Pressure (MBHP) is reached, the time loop is halted and the
command returned to the main program.

MATRBAL

The MATRBAL-program contains the material balance equations as presented in the
textbook. Material balance calculations are performed following the logic presented in
subsection 4.3.2 "Numerical representation of MBE". The MATRBAL-program makes
call to the PVTTAB- and GASFAC programs as part of the material balance calcula-
tions and to the AQINFLUX program for aquifer in�ux calculations.

PVTTAB

The PVTTAB-program uses the tabulated PVT-data from the data-�le as input to
match requests for PVT-data at speci�ed pressures. The program is frequently called
during the simulation process.

GASFAC

The GASFRAC-program is a short program calculating the formation volume gas factor
as de�ned in the text.

AQINFLUX

The AQINFLUX-program calculates the aquifer water in�ux We based on information
about the aquifer, given in the data input-�le. The aquifer in�ux calculations follows
the equations given in section 4.5 "Aquifer In�ux" in the textbook.

3.1.2 The Data Input-File

The data input-�le is read by the READDATA-program which uses the REED-program
to di�erentiate between commentary-lines (lines starting with a star (*) in the �rst
column ) and data lines. The NGASDATA-�le is meant to be self explainable, where the
written text de�nes the data both with respect to the purpose of the data and the type
of character (integer, real or string (text)).

The data input-�le is organized in sections where data of similarly type are grouped
together, as shown below.

NOTE! Executing the program, is dependent on a successfully reading of the data
�le. If for instance a single number or text string is missing or de�ned wrongly (i.e.
a real number is inserted instead of an integer), the whole process of data processing
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is interrupted and the execution of the program cannot be started. It is therefore
importance to check all input data contained in the data �le and make sure that the
input is in correspondence with the data expected. The same kind of error will occur in
the case where additional data or data lines are included where it is not expected. The
problem here is partly that no messages are communicated in cases where errors in the
input data are detected, - the program simply stops.

Make it a rule to verify the changed in the data �le by �rst running the program
in it's data mode, i.e. when DCHCK=1, since there will be no warnings telling you why
wrongly inserted data is not accepted!

NGASDATA-�le

*

* **** Start data file NGASDATA.DAT

*

* Data file name (max. 70 characters); text

* 1234567890123456789012345678901234567890123456789012345678901234567890

'Project Exercise: Material Balance'

'Text string 2'

'Text string 3'

* * * *

* *** Program data

*

* DCHCK=1 Data check mode; No material balance is done.

* DCHCK=0 Full simulation. [integer]

* MAXSTEP Number of simulation steps; Program is terminated at

* simulation step MAXSTEP.[integer]

* NPRINT Number of sequent plotting lines; Printing to file is done

* for every NPRINT simulation step. [integer]

* SP=1,100 Length of LOG-file printout; Full printout and printing of every

* simulation step (1) to printout of every (100) time step.

* SP=1 gives a short hand presentation of every time-step. [integer]

*

* DCHCK MAXSTEP NPRINT SP

1 4000 10 5

* * *

* *** Simulation data:

* *

* PERR Error limit in pressure calculations; Minimum pressure step in

* calculations. [real]

* GPGERR Error limit in volume calculations; Maximum difference in

* pressure/volume iterations. [real]

*

* PERR GPGERR

0.5 1D-07

* * *

* *** Volume and block data

* *

* BNAME Name of individual block, maximum 5 characters. [String]

* VPORINIT Pore volume of block; {Vp=PI*(RADE**2-RADW**2)*THICK*PORO} (Rm3) [real].

* SWINIT Average initial water saturation. [real]

*

* BNAME VPORINIT SWINIT

'BLK01' 4.0D+6 0.2
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* * *

* *** General reservoir data

* *

* PRS Initial reservoir pressure (bar). [real]

* TEMP Initial reservoir temperature (Kelvin). [real]

* PRSSC Atmospheric pressure (bar). [real]

* TEMPSC Normal reference temperature (Kelvin). [real]

* COMW Water compressibility (1/bar). [real]

* COMR Reservoir compressibility (1/bar). [real]

*

* PRS TEMP PRSSC TEMPSC COMW COMR

437.0 392.0 1.01 288.0 4.35D-05 4.5D-05

* * * *

* *** Well data

* QMAX Maximum well flow rate (Sm3/day). [real]

*

* QMAX

5.0D+05

* *

* TBP Time step length (days). [real]

*

* TBP

5.

* *

* BHPM Minimum bottom-hole pressure (bar). Production is stopped

* when minimum bottom-hole pressure is reached. [real]

* (Minimum bottom-hole pressure has be within the range

* of the PVT data)

*

* BHPM

50.

* *

* *** Water data

* *

* WATINF=1 Water influx/production is defined as fractions of production.

* (Only WPFRAC and WEFRAC are relevant parameters.) [integer]

* WATINF=2 Water influx from aquifer is included. [integer]

*

* WATINF

1

* *

* WPFRAC Water production as fraction of gas production. [real]

* WEFRAC Water influx as fraction of gas production. [real]

* (A non-zero WPFRAC is normally accompanied by a non-zero WEFRAC.)

*

* WPFRAC WEFRAC

0.0 0.0 BLK01

* *

* WTYPE=1 Radial aquifer. [integer]

* WTYPE=2 Linear aquifer. [integer]

* WFINITE=1 Finite aquifer. [integer]

* WFINITE=2 Infinite aquifer. [integer]

* WALPHA Angle of sector of aquifer water encroachment (degree). [real]

* WCOMP Aquifer compressibility coefficient (rock and water) (1/bar).[real]

* WLENGTH Aquifer length (linear aquifers) (m). [real]

* WPERM Aquifer permeability (mD). [real]
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* WPORO Aquifer porosity. [real]

* WRADB Radius of aquifer inner boundary (m). [real]

* WRADE Radius of aquifer outer boundary (m). [real]

* WTHICK Aquifer thickness (m). [real]

* WVISC Water viscosity (mPa.s). [real]

* WWIDTH Aquifer width (m). [real]

* *

* WTYPE WFINITE WALPHA WCOMP WLENGTH WPERM WPORO WRADB WRADE WTHICK WVISC WWIDTH

1 2 360. 5.D-5 1535. 1.0 0.2 350. 1000. 50. 1.0 1535. BLK01

*

* * * *

* *** PVT data

* *

* NTAB Number of PVT-table elements

*

* NTAB

20

* *

* PRS Pressure [bar]

* TEMP Temperature [K]

* MWT Mixture mol weight [g/mol]

* MWTG Gas mol weight [g/mol]

* MWTL Liquid mol weight [g/mol]

* GASF Gas mol fraction = Gas phase split; V

* Z Gas phase Z-factor

* Z2 Mixture, two-phase Z-factor

*

* PRS TEMP MWT MWTG MWTL GASF Z Z2 NTAB

445. 392. 26.56 26.56 26.56 0.9517 1.1142 1.1143 1

370. 392. 26.56 26.56 26.56 0.95171 1.0258 1.0258 2

350. 392. 26.57 26.42 90.14 0.95240 1.0035 1.0045 3

320. 392. 26.57 26.19 89.32 0.95349 0.9721 0.9743 4

300. 392. 26.59 26.03 88.19 0.95438 0.9530 0.9556 5

280. 392. 26.61 25.83 87.18 0.95556 0.9356 0.9385 6

260. 392. 26.65 25.61 86.86 0.95705 0.9206 0.9233 7

240. 392. 26.72 25.36 87.52 0.95883 0.9082 0.9102 8

220. 392. 26.81 25.11 89.16 0.96061 0.8986 0.8994 9

200. 392. 26.94 24.88 91.68 0.96259 0.8920 0.8994 10

180. 392. 27.13 24.66 95.05 0.96446 0.8886 0.8910 11

160. 392. 27.38 24.47 99.27 0.96624 0.8885 0.8851 12

140. 392. 27.95 24.30 104.49 0.96783 0.8916 0.8808 13

120. 392. 28.52 24.18 110.81 0.96921 0.8979 0.8807 14

100. 392. 29.33 24.10 118.48 0.97010 0.9073 0.8837 15

80. 392. 30.51 24.08 127.84 0.97050 0.9197 0.8862 16

60. 392. 32.36 24.16 139.47 0.97079 0.9348 0.8864 17

40. 392. 35.59 24.41 154.40 0.97089 0.9524 0.8778 18

1.01 392. 42.00 25.00 185.00 0.97099 0.9900 0.8580 19

1.01 288. 42.00 25.00 185.00 0.95171 0.9900 0.8580 20

* * *

3.2 Data-File Manipulation

Go through the following list of items in an attempt to familiarize yourself with the
data �le NGASDATA.DAT and the program.

Open the NGASDATA-�le in e.g. WORDPAD or in any other editor, but remember
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to store the �le as a unformatted tex-�le.

Follow the listing below to get further acquainted with the processes by running
the program. Alongside answering the questions below, write a report containing brief
explanations and deductions. Include plots and tables presenting data from the simu-
lations.

1. DCHCK:Check that DCHCK=1 and run the program. In this mode, the data is
checked but no simulation is performed. Compare the content in the data log-�le
NGASLOG.DAT with the content of the data input-�le NGASDATA.DAT and verify that
the data listing is the same. The �le NGASPRNT.DAT �le is primarily intended for
use in developing the program. This �le contains key simulation data for each time
step. The information contained in this �le is generally not part of the output
data of interest for the simulation program.

Check the content in this �le, - if you like.

2. NPRINT: Simulation data is printed to �les for further data handling and pro-
cession, data analysis or simply inspection. These �les are NGASPROD.DAT and
NGASPARM.DAT. The frequency of data lines printed is determined by the parame-
ter NPRINT.

Find the corresponding number of data lines plotted and check the �le size in
"kB" (kilo bytes), when NPRINT is 1, 2 and 5. Remember to set DCHCK=0
before running the program.

3. SP: The log �le NGASLOG.DAT is used to keep a record of what is happening during
the simulation process. The parameter SP is controlling the form and frequency of
data printed. When SP=1, a full printout is created and a shortened presentation
of log data is written to �le. When SP is larger than 1, a reduced printout is
generated at a frequency given by SP, i.e. when SP=2 only every second time-
step is printed.

Determine the size in "kB" of the data log-�le when SP is 1, 2 and 10.

4. VPORINIT and SWINIT: The hydrocarbon pore volume is de�ned as, VHC =
Vp · (1 − Sw). The surface volumes; GIIP and LIIP, should consequently change
proportionally to the pore volume, VHC .

Verify that by reducing the pore volume from 4 ·106Rm3 to 3 ·106Rm3, the initial
volumes of gas and liquid are reduced accordingly. Do the same comparison for
an increase in average water saturation from 0.2 to 0.3.

5. QMAX: Reduce the gas rate from QMAX = 5.0 · 105 to QMAX = 2.5 · 105 and
observe an increase in total number of time-steps. Observe the total CPU time
elapsed in the two cases. Check if the change in gas rate is leading to any change
in the cumulative produced volumes of gas and liquid.

6. TBP: When the time step length is increased, the total number of time steps
should decrease proportionally.

Check this for time step lengths of 5 and 10 days.
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7. BHPB: When the minimum bottom hole pressure is lowered, more gas can be
produced from the reservoir since the average pressure in the reservoir at aban-
donment is reduced.

Find the increase in Recovery when the minimum bottom-hole pressure is reduced
from 50 bar to 10 bar.

3.3 Plotting of Production Data

Use a spreadsheet program e.g. the EXCEL O�ce program, to plot selected date from
the output �les. Copy all data from the data �les and paste it into the spreadsheet.
Create the following plots, using the original data-�le as your input data-�le.

8. Plot the relative production of gas and condensate; "Relpgasn" and "Relplqdn"
from the data-�le NGASPROD.DAT. Plot the two curves in the same plot.

Why is the liquid condensate curve falling o� faster than the gas production curve?

9. Plot gas- and liquid production measured in Sm3, using two y-axis in the same
plot. Re-de�ne the time increment in years (360 days).

10. Plot the Recovery of gas and liquid (in the same plot) as function of average
reservoir pressure (use pressure data from NGASPERM.DAT and production data
from NGASPROD.DAT).

3.4 Plotting of Pressure Data

Use the above simulation data from the two �les, now saved in the spreadsheet and
make the folloving pressure plots.

11. Plot pressure as function of time; p(t).

12. Add the reduced pressure in the above plot.

The two pressure curves plot di�erently. Use theory from the Lecture Notes to
explain the observed di�erence between the two curves.

13. Make a p/Z interpretation plot, where the reduced pressure is plotted as function
of produced gas; p/Z(Gp).

From the above plot, �nd the estimated value of GIIP.

Make some short comments about the possible errors in using p/Z(Gp)

3.5 Water In�ux and Water Production

Water in�ux and water production are controlled by the WATINF parameter. If WAT-
INF=1, then water production and water in�ux rates are de�ned proportional to the
gas production rate. The relative rate of water production and water in�ux are then
given by WPFRAC and WEFRAC. Notice that water is produced from the average
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water volume in the reservoir, Vw = Vp · Sw. The produced water is therefore sub-
tracted from water volume present in the reservoir, which is a limited quantity that
cannot be reduced below zero. (We can not produce more water from the reservoir,
than present in the reservoir.) Therefore, only a limited amount of water can be pro-
duced to the surface, without extra water being added from i.e. an aquifer. The relative
water rate WPFRAC must therefore always be much less than unity (WPFRAC � 1),
since WPFRAC relates water rate to gas surface rate. WPFRAC larger than zero
(WPFRAC 6= 0) should normally not be used, unless water in�ux is allowed for. If
both WPFRAC=WEFRAC=0, then water is not subtracted or added in the model.

If WATINF=2, then water in�ux is controlled by an aquifer. The aquifer size
and various other parameters are characterizing the aquifer. When WATINF=2, wa-
ter production can still be linked to the gas production rate, as seen above, through
WPFRAC6= 0, but for most cases it would be sensible to choose WPFRAC=0. Four
di�erent aquifers can be modeled, i.e. radial- and linear aquifers of �nite and in�nite
dimensions. Follow the item list below when simulating water production and water
in�ux.

14. Run the Base Case model without any changes to the data input-�le (remember
to switch to simulation mode by changing DCHCK=0 and check that WATINF=1).
Plot the hydrocarbon recovery by plotting cumulative gas and liquid production in
separate plots, using pressure along the x-axis. WPFRAC and WEFRAC should
here both be zero.

15. In the case of very strong aquifer support, one may assume aquifer in�ux to be
proportional to the gas production rate. Assume water in�ux equal to 5% of the
gas production, i.e. WEFRAC=0.05. Plot cumulative gas and liquid production
in the same plots as above.

Why does in�ux of aquifer water result in an over all higher gas production?

16. Simulate gas production with a relative water in�ux rate of 5% and a relative
water production rate of 2%. Plot recovery pro�les (gas and liquid) and compare
the result to the case were no aquifer is included in the simulation model (the
Base Case model). Present the pressure pro�les in the same plot for all three
cases (item 1, 2 and 3). Comment on the change in cumulative production in the
three cases!

Why does the recovery pro�les in the last case fall in between the two previous
curves?

3.6 Aquifer Type, Form and Size

17. Carry out and compare the simulations for the four aquifers, given in Table 3.1. In
the comparison between the aquifers, use water in�ux We, gas production Gp and
average reservoir pressure p as comparing parameters. Plot the data. Assume no
water production, nor associated water production, i.e. WPFRAC=WEFRAC=0.
Comment the plots based on observation of the data in Table 3.1.
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Which aquifer generates the strongest water support and why? Which aquifer is
the weakest and why? Does aquifer water support have any in�uence on cumula-
tive production? What is the typical pressure e�ect of aquifer water support?

Table 3.1: Aquifer data.
Reservoir In�nite radial Finite radial In�nite linear Finite linear

WTYPE 1 1 2 2
WFINITE 2 1 2 1
WALPHA 360. 360. 0. 0.
WCOMP 5.D-5 5.D-5 5.D-5 5.D-5
WLENGTH 0. 0. 0. 1250.
WPERM 5.0 5.0 5.0 5.0
WPORO 0.2 0.2 0.2 0.2
WRADB 350. 350. 0. 0.
WRADE 0. 1000. 0. 0.
WTHICK 50. 50. 50. 50.
WVISC 1.0 1.0 1.0 1.0
WWIDTH 0. 0. 2200. 2200.

Notice that no parameters can be omitted, form the listing the data-input �le,
even though they are not used in the calculation for that particular aquifer. E.g. for
radial aquifers, neither length or width (WLENGTH and WWIDTH) are used in the
simulation, eves so their numbers are read, stored and written to the output-�le, even
though they are not used. Thus, all parameters that are not of signi�cance for that
particular aquifer is set to zero in the table.

18. Compare the aquifer strength of an in�nite radial aquifer to an in�nite linear
aquifer. In comparing the two, use identical in�ow area from aquifer to reservoir.
(This would make the linear aquifer very wide compared to the outer radius of
the reservoir and therefor unlikely as a practical example, but theoretically this
comparison would make sense.)

Why is the in�ux of water from the radial in�nite aquifer greater than for the
linear aquifer? Is this di�erence increasing with time and/or the size of the gas
reservoir?

19. Compare the aquifer strength of a �nite radial aquifer to a �nite linear aquifer.
In addition to making the in�ow area equal in the two cases, make sure that the
water initially in place in the two models are the same.

How does the two aquifers compare if the aquifer volume is reduced by 50%?

Carry out the following three sensitivity studies where recovery is function of aquifer
compressibility, - permeability and - porosity. Assume the aquifer to be in�nite radial
otherwise as as presented in Table 3.1. We call this model the Base Case model.

NB! Vary one parameter at the time. Use gas produced, water in�ux and recovery
(relative gas produced as function of reservoir pressure) as comparing parameters in the
sensitivity test plots.
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20. Run the Base Case model �rst with data as presented in Table 3.1. Make the
three plots as mentioned above.

21. Assume that the rock and water compressibility, WCOMP, is reduced to 1/5 of
the value given in the Base Case model.

22. Let the permeability, WPERM, be 1/5 the value given in the Base Case model.

23. Simulate a case where the aquifer porosity, WPORO, is 10%.

Finally, create plots where all four recovery pro�les are included (both for gas and
liquid). Discuss the results and write a short comment answering the following ques-
tions:

24. What is the single most important parameter in characterizing the aquifer?

25. Why is aquifer compressibility important?

26. Explain the e�ect of aquifer porosity on reservoir production.

27. Decide whether the aquifer sensitivity tests are simulating a stronger or a weaker
aquifer support in each of the cases presented in the items above.

28. If reservoir aquifer in�ux is modeled by an in�nite radial aquifer, but the water
in�ux is observed to be too low, - how can the water in�ux be increased without
changing the permeability of the aquifer? (Hint: Non physical adjustment of
aquifer boundary.)

Include all plots above in the report. NB: All �gures should have a �gure-text, explaining
the data presented in the �gure.
Make a report by answering all questions in the above subsection and include the newly
made plots.
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Project Exercise: Material Balance

and Interpretation Methods

This exercise is a continuation of the previous exercise. The subject in the present
exercise is related to non-volumetric depletion processes. The problems encountered in
these cases, are related to data analyzes and reliable predictive estimates of in-place
volumes.

4.1 History Matching and Predictive Performance

Even though material balance calculation is supposed to be one of the simplest subjects
in the whole of reservoir engineering, there are great misunderstandings related to the
application of material balance calculations as a predictive tool. The lack of proper
knowledge and understanding can lead to serious error in assessing the reservoir drive
mechanism (interpretation of volumetric depletion) and in estimation of GIIP volumes.

Using the traditional p/z versus cumulative production plot, can lead to a complete
misinterpretation of the drive mechanism and a serious overestimation of GIIP volume.
In an attempt to avoid doing these mistakes, other interpretation methods should be
considered.

In this exercise you are supposed to use the following two methods; the p/z method
and the Havlena - Odeh method, in analyzing results from a simulation study with
aquifer in�ux. Analyze and compare the production - pressure history data by running
the Base Case model. Since the Base Case model contains production and pressure data
from the whole production history, we have to pretend not knowing the latter part of the
data available through the simulation. It would not make much sense to use all the data
in this analysis, since the purpose here is to evaluate early pressure data and use them to
estimate general characteristics of the initial reservoir and its production. Since history
matching is of primarily interest only for early and intermediate production history,
only data produced within the �rst one and a half years (and later in the time period
less than 2.5 years), are of interest in this study.

327
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4.2 The Base Case Model

De�ne a Base Case model where the reservoir pressure is supported by an aquifer of
radial and in�nite dimension. Use the initial set of parameter, de�ned in the data input
�le NGASDATA.DAT and the water aquifer data given in Tabel 4.1.

Table 4.1: New aquifer data.

WALPHA WCOMP WPERM WPORO WRADB WVISC

360. 5.D-5 5. 0.2 350. 1.0

Prepare the data �le for the Base Case model as if you are going to present plots of
production, pressure development and water in�ux. The data generated by this model
will later in this exercise be used and needs therefore to be stored, preferably in the
same Excel �le where the above mentioned plots are generated.

4.3 p/z Interpretation Method

A general pressure equation has been developed in the Lecture Notes, under the as-
sumption of molar balance in a gas condensate reservoir. See section 4.3.1 in Chapter 4.

p = pi
Z2VHCi
Z2iVHC

(
1− Gp

Gi

(1 +RMLGp)

(1 +RMLGi)

)
In the equation above, both aquifer in�ux and liquid condensation are included, using
the parameters VHC and RMLG. The p/z interpretation method, however, uses the
more simplistic pressure - production equation,

p = pi
Z

Zi

(
1− Gp

Gi

)
,

where no water in�ux is accounted for and where liquid condensation in the reservoir is
neglected, i.e. as in volumetric depletion.

Perform a p/z-interpretation study by following the items below. Use the data from
the Base Case model stored in the Excel spreadsheet, as prepared above.

1. Plot the production - pressure data taken form the Base Case model. Use data
up to times equal to 1.5 years.

2. Fit and draw a straight line through the data points in the plot and consider the
linearity of the data. Linearity can be expressed through the regression value, R.

Can the data be assumes to be linear and if so, is it reasonable to believe that the
data supports the assumption of volumetric depletion?

3. Draw the �tted line until it crosses the x-axis. Estimate the initial gas volume;
GIIP.
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4. Add more data to the p/z plot and redo the analysis. Use data up to times 2.5
years.

5. Compare the two cases above by comparing the estimates of GIIP volumes. Com-
ment on the degree of accuracy in estimating the GIIP volumes by using the p/z
interpretation method. Estimate the over-representation, in %, of initial gas in
place (GIIP).

The true value of GIIP can be found in the log-�le, where GIIP and LIIP are
calculated as part of the initialization process of the simulations.

4.4 The Havlena - Odeh Interpretation Method

The general material balance equation for natural gas reservoirs can be derived from
the molar balance equation, presented in the lectures. The molar balance equation,
Eq. 4.23, is written,

Gp
Gi

=

(
1− Z2i p VHC

Z2 pi VHCi

)(
1 +RMLGi

1 +RMLGp

)
.

If no water injection or water production are assumed and the following de�nitions of
hydrocarbon pore volume (VHC), see Eq. 4.37 and gas volume factor (Bg), see Eq. 3.113,
are used;

VHC = Vpi {(1− Sw) + (p− pi)(cr + Swcw)} ,

Bg = (1 +RMLG)Z
T

p

( p
T

)
sc
,

then the material balance equation for natural gas reservoirs (dry- and wet gas reser-
voirs) is written,

GpBg = Gi(Bg −Bgi) +GiBgi
(cr + Swcw)

(1− Sw)
∆p. (4.1)

The pressure di�erence ∆p = pi − p is always positive. If water in�ux We and
water productionWp are included into the equation above, the general material balance
equation for gas reservoirs is written,

GpBg +WpBw︸ ︷︷ ︸
Underground−withdrawal

= Gi(Bg −Bgi)︸ ︷︷ ︸
Gas−expansion

+GiBgi
(cr + Swcw)

(1− Sw)
∆p︸ ︷︷ ︸

Expansion,Compaction

+ We︸︷︷︸
Influx

,

where both WpBw and We are volumes in reservoir units, i.e. in Rm3.

Adopting the nomenclature frequently used in linearization of the general material
balance equation and assuming no water production,
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F = GpBg,

Eg = Bg −Bgi,

Ef = Bgi
(cr + Swcw)

(1− Sw)
∆p,

the reduced linear equation is written,

F

Eg + Ef
= Gi +

We

Eg + Ef
. (4.2)

Using production data, pressure and PVT-data (see data input �le), the left-hand
side of Eq. 4.2 can be plotted as function of relative gas production, Gp/Gi. In the case
of no water in�ux (We = 0), i.e. volumetric depletion, the data should plot linearly as
a horizontal straight line.

Any deviation from a horizontal straight line would indicate non-volumetric deple-
tion and possible aquifer water in�ux. F , Eg and Ef can be calculated for di�erent
ratios of Gp/Gi. The volume gas factor, Bg as de�ned above, is dependent on the molar-
condensate-gas ratio RMLG, where RMLG = (1−GASF)/GASF. GASF is tabulated in
the data input �le NGASDATA.DAT. Using the values in the table in the NGASDATA.DAT �le,
one has to interpolated the data values to the pressure - and production data generated
by the Base Case model.

Use the production- and the pressure data from the Base Case model and the PVT-
data from the data input �le to analyze production performance and estimate initial gas
in place by applying the interpretation method recommended by Havlena and Odeh.

6. Derive Eq. 4.1, based on the de�nitions of the molar balance equation, VHC and
Bg, above.

7. Plot the z-factor and the RMLG as function of pressure, p. Use these plots to
estimate a linear relation ship for z and RMLG and the pressure. Then, use these
results to relate z and RMLG to the simulated values of production - pressure
data.

8. Use the Base Case model data up to times equal to 1.5 years. Calculate the
gas volume factor Bg and the parameters constituting the linear material balance
equation; F , Eg and Ef .

Hint: Use the Excel Worksheet and do the calculations in a Table as shown below

Gp p RMLG Z F Eg Ef F/(Eg + Ef ) Gp/Gi
- - - - - - - - -
- - - - - - - - -

9. Plot the underground withdrawal; F , divided by the sum of gas expansion; Eg, and
water expansion and pore compaction; Ef , as function of relative gas production,
Gp/Gi.

10. Evaluate the drive mechanism and estimate the GIIP.
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11. Finally, compare the p/z-plot with the Havlena - Odeh interpretation method and
comment on the weaknesses and strong points in the two methods.
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Project Exercise 5

Project Exercise: Radial Gas Flow

In this exercise, you will work with an updated version of the old program and data �le.
The focus in this exercise is on some of the new items presented in Chapter 5,

Reservoir Flow. Therefore, variation of parameters related to items such as aquifer size
and strength are not any longer subject for variation here. However, that doesn't mean
that you can't combine, the changing of old parameters together with the variation of
new parameters.

5.1 Simulation of Radial Gas Flow

The program-�le has been updated with three new subroutines, allowing simulation of
radial �ow towards the well with the purpose of calculating the bottom-hole pressure.
The three subroutines; INFLOW, GASCOMPR and LEEVISC, are all integrated in the program
structure as presented in Figure 5.1.

5.1.1 Organization of The Simulation Program

The new subroutine INFLOW is being called by GASPROD, which is organizing the gas
production simulation process. The call to INFLOW is done shortly after material balance
calculations are performed in GASPROD. INFLOW, in it self, do calls to GASCROMR and
LEEVISC. See the new program structure, shown in Figure 5.1.

INFLOW

The main result of the calculations preformed by the INFLOW-program is the bottom-hole
pressure pbh.

The program starts out by initiating a table where the pseudo-pressures are de�ned.
This table is used to transform pressures to pseudo-pressures and vias versa. A delta
pressure DP, de�ned in the data input-�le, determines pressure step in pseudo pressure
calculations and therefore the accuracy of pressure estimation.

The pseudo-pressure m(p) is calculated using the following approximation

m(p) = (µB)r

∫ p

pr

1

µB
dp ' (µB)r

2

L∑
i=1

(
1

(µB)i−1
+

1

(µB)i

)
(pi − pi−1),

333
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where L is the summation index indirectly de�ned by DP. See also the example on
page 136.

Then the constants A and B, as de�ned in the Lecture Notes, section 5.5.2, are
calculated. Along side these calculations, the transition time tSS is used to di�erentiate
between the two time periods. If non-radial conditions is indicated, the constant A is
automatically up-dated.

The pseudo-pressure calculations are performed following the procedure outlined in
the Lecture Notes, substituting for A and B. The �nal step is to compare the pseudo-
pressure with the tabulated values in order to �nd the bottom-hole pressure.

GASCOMPR

The GASCOMPR-program is a short program calculating the gas compressibility, taking
into account the Z-factor correction term, de�ned in the Lecture Notes.

LEEVISC

The LEEVISC-program is another small and dedicated program which calculates the gas
viscosity as de�ned in the Lecture Notes.

5.1.2 Data Input File

The data input-�le NGASDAT.DAT is up-dated in accordance with the needs speci�ed by
the new subroutines added. The general organization of the data input-�le is maintained
and new data is added where it seems most natural.

NGASDATA-�le

*

* **** Start data file NGASDATA.DAT

*

* Data file name (max. 70 characters); text

* 1234567890123456789012345678901234567890123456789012345678901234567890

'Project: Natural Gas Reservoir Engineering.'

'Part: Simulation of Material Balance and Radial Gas Flow '

'Text string 3'

* * * *

* *** Program data

*

* DCHCK=1 Data check mode; No material balance is done.

* DCHCK=0 Full simulation. [integer]

* MAXSTEP Number of simulation steps; Program is terminated at

* simulation step NSTEP. [integer]

* NPRINT Number of sequent plotting parameter; Printing to file is done

* for every NPRINT simulation step. [integer]

* SP=1,100 Short LOG printout; Full printout and printing of every 1 to

* 100 time step SP=1 gives a short hand presentation of every

* time-step. [integer]

* *

* DCHCK MAXSTEP NPRINT SP

0 5000 10 1

* * *
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* *** Simulation data:

* *

* PERR Error limit in pressure calculations. [real]

* GPGERR Error limit in volume calculations. [real]

* DP Pressure step in pseudo pressure calculation. [real]

* PREF Pressure reference in pseudo pressure calculation. [real]

* CAERR Error limit in calculation of Dietz-factor. [real]

*

* PERR GPGERR DP PREF CAERR

0.5 1D-07 5. 5. 0.01

* * * *

* *** Volume and block data

* *

* BNAME Name of individual block, maximum 5 characters. [String]

* VPORINIT Pore volume of block {=PI*(RADE**2-RADW**2)*THICK*PORO} (Rm3 ) [real].

* RADE Characteristic radius of block (m). [real]

* RADW well-bore radius (m). [real]

* THICK Net vertical thickness of block (m). [real]

*

* BNAME VPORINIT RADE RADW THICK

'BLK01' 4D+6 360. 0.175 50.

* * *

* * Block characteristics:

*

* PORO Porosity of block. [real]

* SWINIT Initial water saturation [real]

* PERM Absolute permeability in block (mD). [real]

* CA Dietz shape factor (CAcircle=31.62). [real]

* DARCY Non-Darcy factor. (day/m3) [real]

* SKIN Skin factor. [real]

*

* PORO SWINIT PERM CA DARCY SKIN Block no.

0.20 0.2 10. 31.62 5.D-06 0.0 1 BLK01

* * *

* *** General reservoir data

* *

* PRS Initial reservoir pressure (bar). [real]

* TEMP Initial reservoir temperature (Kelvin). [real]

* PRSSC Atmospheric pressure (bar). [real]

* TEMPSC Normal reference temperature (Kelvin). [real]

* COMW Water compressibility (1/bar). [real]

* COMR Reservoir compressibility (1/bar). [real]

*

* PRS TEMP PRSSC TEMPSC COMW COMR

437.0 392.0 1.01 288.0 4.35D-05 4.5D-05

* * * *

* *** Well data

* QMAX Maximum well rate (Sm3/day). [real]

* QMIN Minimum well rate (Sm3/day). [real]

*

* QMAX QMIN

5.0D+05 5.0D+04

* *

* TBP Time step length (days). [real]

*

* TBP
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5.

* *

* BHPM Minimum bottom-hole pressure (bar). Production is stopped

* when minimum bottom-hole pressure is reached. [real]

* (Minimum bottom-hole pressure should be within the range

* of the PVT data)

*

* BHPM

50.

* *

* *** Water data

* *

* WATINF=1 Water influx/production controlled as fraction of production.

* (Only WPFRAC and WEFRAC are relevant parameters.) [integer]

* WATINF=2 Water flux from aquifer is included. [integer]

*

* WATINF

1

* *

* WPFRAC Water production as fraction of gas production. [real]

* WEFRAC Water influx as fraction of gas production. [real]

* (A non-zero WPFRAC has normally to be accompanied

* by a non-zero WEFRAC.)

*

* WPFRAC WEFRAC

0.0 0.0 BLK01

* *

* WTYPE=1 Radial aquifer. [integer]

* WTYPE=2 Linear aqifer. [integer]

* WFINITE=1 Finite aquifer. [integer]

* WFINITE=2 Infinite aquifer. [integer]

* WALPHA Angle of sector within which aquifer water encroaches (degree). [real]

* WCOMP Aquifer compressibility coefficient (rock and water) (1/bar). [real]

* WLENGTH Aquifer length (linear aquifers) (m). [real]

* WPERM Aquifer permeability (mD). [real]

* WPORO Aquifer porosity. [real]

* WRADB Radius of aquifer inner boundary (m). [real]

* WRADE Radius of aquifer outer boundary (m). [real]

* WTHICK Aquifer thickness (m). [real]

* WVISC Water viscosity (mPa.s). [real]

* WWIDTH Aquifer width (m). [real]

* *

* WTYPE WFINITE WALPHA WCOMP WLENGTH WPERM WPORO WRADB WRADE WTHICK WVISC WWIDTH

1 2 360. 5.D-5 1535. 1.0 0.2 500. 1000. 50. 1.0 1535.

* * * * *

* *** PVT data

* *

* NTAB Number of PVT-table elements

*

* NTAB

20

* *

* PRS Pressure [bar]

* TEMP Temperature [K]

* MWT Mixture mol weight [g/mol]

* MWTG Gas mol weight [g/mol]
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* MWTL Liquid mol weight [g/mol]

* GASF Gas mol fraction

* Z Gas phase Z-factor

* Z2 Mixture, two-phase Z-factor

*

* PRS TEMP MWT MWTG MWTL GASF Z Z2 NTAB

445. 392. 26.56 26.56 26.56 0.9517 1.1142 1.1143 1

370. 392. 26.56 26.56 26.56 0.95171 1.0258 1.0258 2

350. 392. 26.57 26.42 90.14 0.95240 1.0035 1.0045 3

320. 392. 26.57 26.19 89.32 0.95349 0.9721 0.9743 4

300. 392. 26.59 26.03 88.19 0.95438 0.9530 0.9556 5

280. 392. 26.61 25.83 87.18 0.95556 0.9356 0.9385 6

260. 392. 26.65 25.61 86.86 0.95705 0.9206 0.9233 7

240. 392. 26.72 25.36 87.52 0.95883 0.9082 0.9102 8

220. 392. 26.81 25.11 89.16 0.96061 0.8986 0.8994 9

200. 392. 26.94 24.88 91.68 0.96259 0.8920 0.8994 10

180. 392. 27.13 24.66 95.05 0.96446 0.8886 0.8910 11

160. 392. 27.38 24.47 99.27 0.96624 0.8885 0.8851 12

140. 392. 27.95 24.30 104.49 0.96783 0.8916 0.8808 13

120. 392. 28.52 24.18 110.81 0.96921 0.8979 0.8807 14

100. 392. 29.33 24.10 118.48 0.97010 0.9073 0.8837 15

80. 392. 30.51 24.08 127.84 0.97050 0.9197 0.8862 16

60. 392. 32.36 24.16 139.47 0.97079 0.9348 0.8864 17

40. 392. 35.59 24.41 154.40 0.97089 0.9524 0.8778 18

1.01 392. 42.00 25.00 185.00 0.97099 0.9900 0.8580 19

1.01 288. 42.00 25.00 185.00 0.95171 0.9900 0.8580 20

* * *

5.2 Simulation of Semi Steady-State Period

Carry out the following calculations, based on the theory described in Chapter 5.2,
above and the assumption than re � rw (valid in most real cases):

1. Use the boundary conditions Eq. 5.33 and Eq. 5.34 in the Lecture Notes and de�ne
the constants K1 and K2 in Eq. 5.32.

2. Show that the pseudo pressure can be written,

m(r) = m(rw) +
qsc(µB)r

2πhk

(
ln

r

rw
− 1

2

r2

r2
e

)
,

where rw/re ∼ 0.

3. Use the pseudo pressure and show that the mean pseudo pressure for a cylindrical
reservoir is written,

m = m(rw) +
qsc(µB)r

2πhk

(
ln
re
rw
− 3

4

)
,

Observe that the constant being the result of the averaging process; 3/4, is dif-
ferent from the constant derived under Steady-State condition, as in Eq. 5.30.
The rede�nition of the constant is related to how semi steady-state is de�ned,
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where the draw-down pressure pro�les are considered to be constant; ∂m(r)/∂t
= constant, and not zero as was the staring point in developing pressures under
Steady-State condition.

5.3 Simulation of Single Phase Gas Flow

It has been shown above that the mean pseudo pressure m, is introduced in the semi
steady-state pressure equation by substituting of a constant equal to 3/4 . It has
also been said that the pressure distribution in the reservoir is constant in time and
proportional to the mean pseudo pressure.

In the in�nite acting period, which ends after a rather short production period, at
the time tSS = r2

e/(4Dh), where the initial pressure mi is, for all practical purposes,
equal to the mean pressure, i.e. mi ' m.

The two pseudo pressure solutions are therefore written,

In�nite acting period

m−mbh =
qsc(µB)r

2πhk

1

2

[
ln(t) + ln

(
Dh

r2
w

)
+ 0.80907 + 2(S + SnD)

]
.

Semi steady state period

m−mbh =
qsc(µB)r

2πhk

[
1

2
ln

(
4A

eγCAr2
w

)
− 3

4
+ S + SnD

]
,

The well bore pressure for both periods are then written,

mbh = m− (A · qsc +B · q2
sc),

where A and B are constants and de�ned as,

In�nite acting period

A =
qsc(µB)r

2πhk

1

2

[
ln(t) + ln

(
Dh

r2
w

)
+ 0.80907 + 2S

]
,

B =
qsc(µB)r

2πhk
·D.

Semi steady state period

A =
qsc(µB)r

2πhk

1

2

[
ln

(
4A

eγCAr2
w

)
− 3/2 + 2S

]
,

B =
qsc(µB)r

2πhk
·D.
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Calculating the bottom-hole pseudo-pressure mbh is a direct result from the simu-
lation process. The transformation of the pseudo pressure mbh, to a real pressure pbh is
done by using the Kichho�'s transformation,

m = (µB)r

∫ p

pr

1

(µB)
dp.

4. Show that a discreteization of Kirchho�'s transformation can be written,

∆p =
µB

(µB)r
∆m,

and that a possible discretization of the same transformation can be represented
as,

p = p′ +
2 (m(p)−m(p′))

(µB)r

(
1

(µB)p
+ 1

(µB)p′

) ,
where p′ is the pressure at a previous time step.

NB: Consider the Kirchho�'s transformation and the integration as an Harmonic
averaging process.

5.4 The E�ect of Reservoir Permeability on Bottom Hole
Pressure

The data �le contains additional information about the reservoir, given by RADE,
RADW and THICK under the subsection "Volume and block data" and PORO, SWINIT,
· · · under the subsection "Block characteristics". In the general case when the reservoir
shape is non-cylindrical, the reservoir radius RADE is de�ned as an appearing radius,
so that the pore volume Vp = φπ(r2

e − r2
w)h, is consistent with VPORINIT.

5. Use the data given in the new data �le and plot the mean reservoir pressure and
the bottom-hole pressure, when the average reservoir permeability is 10 mD. Make
also a plot where the pressure di�erence ∆p = p− pbh is plotted as a function of
time and observe the pressure di�erence! Why does the pressure di�erence above,
increase with time? Which parameters would be the most important in explaining
the pressure di�erence?

6. Run the program for 3 di�erent choices of reservoir permeability; 100 mD, 10 mD
and 5 mD. Plot bottom-hole pressure pbh for the three cases in the same plot.
Why does the production period become shorter when the reservoir permeability
decreases? What is the relative decrease in cumulative gas production in the three
cases?

7. Present a plot where the bottom-hole pressure is plotted as function of the mean
reservoir pressure, pbh = pbh(p). Comment the observations being plotted. (Ref-
erence to the conditions of semi steady-state �ow conditions.) Use a reservoir
permeability equal to 10mD.
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5.5 Well Skin and Bottom Hole Pressure

The well skin was introduced as a dimensionless number directly proportional to the
di�erence between the normal pressure at the well bore radius and the pressure in the
well bore itself. For zero skin, the two pressures are equal. In the case of positive skin
(S > 0), a positive pressure drop is added to the pressure drop in the reservoir and the
bottom-hole pressure observed is lower than it would otherwise have been. For negative
skin, the formation close to the well is observed to be more permeable than the reservoir
itself and consequently the bottom-hole pressure is less than it ideally should have been.

8. Assume the average reservoir permeability to be 10 mD and run the program for
3 choices of well skin; 0, 20 and -20. Plot the bottom-hole pressure as function of
time in the three cases.

9. Do the same as above, assuming a reservoir permeability equal to 5 mD. Comment
on the change in the observed data when the reservoir permeability is reduced.
How does the bottom hole pressure change due to skin variation, and does this
relationship change with reservoir permeability?

5.6 The E�ect of Shape-Factor and Non-Darcy Flow

The simulation of non-cylindrical reservoirs are approximated through the change in
the appearing reservoir radius RADE and the change in the Dietz shape-factor CA.

Non-idealized �ow conditions, i.e. inertial forces such as turbulence, introduced
through Forceheimer's equation, are simulated using a non-Darcy �ow-factor, D. The
factor contains several di�erent parameters, such as reservoir - and �uid parameters.
The approximations made in deriving the non-Darcy factor and the relative importance
of the factor (its relative strength), both indicate the su�ciency of simulating the non-
idealized �ow conditions with a single factor.

Figure 5.2: Drainage shape.
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10. Compare the bottom-hole pressure in a cylindrical reservoir with the bottom-hole
pressure in a rectangular reservoir where the well is centered, A) and secondly
where the well is moved halfway from the centre to one side, B), as depicted in
Figure 5.2. Use reservoir permeability k = 5mD and zero skin.

11. Obviously, the transition time from the in�nite acting period to the semi steady-
state period will change when the drainage shape is changing. Evaluate this change
in the two cases above and compare with the cylindrical Base Case model. (Hint:
Calculate the tsss for the three cases of cylindrical -, centered - and o�-centered
reservoir.)

12. When the non-Darcy factor is increasing, the e�ect of turbulence is also increasing.
Vary the non-Darcy factor, e.g. use twice the value and observe the bottom-hole
pressure. Plot the bottom-hole pressure in two cases.



Project Exercise 6

Project Exercise: Well Bore Flow

The pressure drop in the well bore, (pbh − pwh), assumes single-phase-�ow in the well.
This condition is normally satis�ed in the case of dry - and wet gas production, as
long as water dont enter the well-bore. In the case of gas condensate production, oil is
thought to be dispersed in the well stream in small droplets.

Providing the well �ow of oil and gas behave as a homogeneous �uid, the single-
phase-�ow solution is still valid. With oil dispersed in the gas, the only necessary
modi�cation to the dry gas model, needed, is to rede�ne the gas density to be valid for
the gas and oil mixture.

In the case water is produced together with gas and oil, a slightly more delicate
situation occurs, since the water density is much higher than the density of the gas-
oil mixture. For moderate amounts of water in the well stream, the single-phase-�ow
solution may still be applicable. If it is safe to assume the water to be homogeneous
dispersed in the gas-oil mixture. All what is needed is a water-correction factor, Fw =
1 + ww/wg. This factor is a necessary modi�cation to the single phase �ow case, when
water is �owing together with gas and oil under mist �ow conditions.

The presence of increasingly higher water-cut in the well stream will eventually
cause the well to shut-in. When this happens the well-�ow rate drops to zero and the
well has to be abandoned. A critical parameter in modeling well bore �ow is therefore
the minimum unloading rate, which actually de�nes the lower limit of natural well-�ow
behavior.

The minimum unloading rate is calculated for each time step and written to the
log-�le, therefore not directly accessible for analysis using a spreadsheet operations as
we have been used to. If the well-�ow rate (here the dry gas �ow rate) becomes less
than the minimum unloading rate the well production is automatically stopped and
a message "*** QSCW<QUNLOAD ***" is written to the NGASPRNT.DAT �le. The
NGASPRNT.DAT �le should therefore always be checked in order to verify a successful
termination of the program.

Another important assumption made in deriving the single phase �ow solution is
that the kinetic term in the general �ow equation is negligible. In practical terms, this
means that the kinetic term is far less than the friction term and from the Lecture Notes
we have,

343
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Kinetic V.S. Friction =
ln(pbh/pwh)

2fL/dh
� 1.

The program calculates this ratio for each time step and prints it to the log-�le.

Under normal �ow conditions it is safe to consider this assumption to be true but
generally this number has to be checked.

6.1 Simulation of Well-Bore Flow

As in previous chapters, the program �le has been updated in order to include well-
bore �ow calculations. One new subroutine WHPRESS has been added, where the program
makes calls to already existing subroutines.

6.1.1 Organization of The Simulation Program

The well-head pressure is calculated based on the bottom-hole pressure, as can be seen
from the general pressure equation in the Lecture Notes. It is therefore quite natural
to include the WHPRESS-program, directly after calculation of the well bottom pressure,
i.e. after the call to INFLOW.

After the well-head pressure is calculated, it is checked against the minimum well-
head pressure. If the well-head pressure is higher than the minimum pressure, then the
simulation process can continue. If, on the other hand, the well-head pressure is less
than the minimum pressure, we have to step back in the process and rede�ne a new and
lower well rate. This process continues until a minimum well rate is reached, at which
point the production is halted. The program structure is shown in Figure 6.1

The WHPRESS-program receives PVT-data from the PVTTAB-subroutine, before
calculating the various constants Ngp,m and Nfp,m. The bottom-hole Z-factor is
used as an average Z-factor, while the friction factor is calculated in accordance
with Wood's equation.

The program also includes a test on whether the statement "the kinetic energy
is much less than the friction energy" is true. A factor, KINENRG, is de�ned as
the ratio between kinetic - and friction energy. This factor is then written to the
log-�le.

The minimum unloading �ow rate is calculated and compared to the well �ow
rate and in the case where the �ow rate is less than the unloading �ow rate, a
message is written to the log-�le.

6.1.2 The Data Input-File

The data input-�le is updated with the information needed to perform the calculation
of the well-head pressure. The basic structure of the data-�le is maintained, while
information regarding the well, such as well length, - diameter, - roughness, - deviation
angle and well-head temperature are added to the �le. See section in the data �le called
Well tubing data.
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Additionally, - an option is introduced to facilitate whether to run the simulation
according to a minimum well-head pressure or, as in the previous cases, to control the
simulation by the minimum bottom-hole pressure. This parameter is called CALCWHP.

NGASDATA-�le

*

* **** Start data file NGASDATA.DAT

*

* Data file name (max. 70 characters); text

* 1234567890123456789012345678901234567890123456789012345678901234567890

'Project: Natural Gas Reservoir Simulation.'

'Part: Simulation of Material Balance, Radial Gas Flow and Well-Bore

'Flow Mechanics'

* * * *

* *** Program data

*

* DCHCK=1 Data check mode; No material balance is done.

* DCHCK=0 Full simulation. [integer]

* MAXSTEP Number of simulation steps; Program is terminated at

* simulation step NSTEP. [integer]

* NPRINT Number of sequent plotting parameter; Printing to file

* is done for every NPRINT simulation step. [integer]

* SP=1,100 Short LOG printout; Full printout and printing of every

* 1 to 100 time step SP=1 gives a short hand presentation

* of every time-step. [integer]

* *

* DCHCK MAXSTEP NPRINT SP

0 4000 5 5

* * *

* *** Simulation data:

* *

* PERR Error limit in pressure calculations. [real]

* GPGERR Error limit in volume calculations. [real]

* DP Pressure step in pseudo pressure calculation. [real]

* PREF Pressure reference in pseudo pressure calculation. [real]

* CAERR Error limit in calculation of Dietz-factor. [real]

*

* PERR GPGERR DP PREF CAERR

0.5 1D-07 5. 5. 0.01

* * * *

* *** Volume and block data

* *

* BNAME Name of individual block, maximum 5 characters. [String]

* VPORINIT Pore volume of block {=PI*(RADE**2-RADW**2)*THICK*PORO} (Rm3 ) [real].

* RADE Characteristic radius of block (m). [real]

* RADW well-bore radius (m). [real]

* THICK Net vertical thickness of block (m). [real]

*

* BNAME VPORINIT RADE RADW THICK

'BLK01' 4D+6 350. 0.175 50.

* * *

* * Block characteristics:

*

* PORO Porosity of block. [real]

* SWINIT Initial water saturation [real]
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* PERM Absolute permeability in block (mD). [real]

* CA Dietz shape factor (CAcircle=31.62). [real]

* DARCY Non-Darcy factor. (day/m3) [real]

* SKIN Skin factor. [real]

*

* PORO SWINIT PERM CA DARCY SKIN Block no.

0.20 0.2 100. 31.62 5.D-06 0.0 1 BLK01

* * *

* *** General reservoir data

* *

* PRS Initial reservoir pressure (bar). [real]

* TEMP Initial reservoir temperature (Kelvin). [real]

* PRSSC Atmospheric pressure (bar). [real]

* TEMPSC Normal reference temperature (Kelvin). [real]

* COMW Water compressibility (1/bar). [real]

* COMR Reservoir compressibility (1/bar). [real]

*

* PRS TEMP PRSSC TEMPSC COMW COMR

437.0 392.0 1.01 288.0 4.35D-05 4.5D-05

* * * *

* *** Well data

* QMAX Maximum well rate (Sm3/day). [real]

*

* QMAX

5.00D+05

* *

* TBP Time step length (days). [real]

*

* TBP

5.

* *

* CALCWHP Decides whether production should be controlled by

* minimum bottom-hole pressure or by minimum well-head

* pressure.[integer]

* CALCWHP=0, bottom-hole pressure controls production.

* CALCWHP=1, well-head pressures controls production.

*

* CALCWHP

1

* *

* BHPM Minimum bottom-hole pressure (bar). Production is

* stopped when minimum bottom-hole pressure is

* reached. [real]

* (Minimum bottom-hole pressure should be within the

* range of the PVT data)

* WHPM Minimum well-head pressure (bar). Production is stopped

* when minimum well-head pressure is reached. [real]

*

* BHPM WHPM

50. 20.

* *

* * Well tubing data

*

* WELLGHT Lenght of well (m).[real]

* TUBDIAM Inner diameter of tubing (m).[real]

* TUBR Absolute roughness of tubing (m).[real]
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* WDEVANG Deviation angle of wells (degrees).[real]

* TEMPWH Wellhead temperature (Kelvin).[real]

*

* NB!! If wellhead temperature is the same

* as reservoir temperature, it must be given

* a value slightly below reservoir temperature.

*

* WELLGHT TUBDIAM TUBR WDEVANG TEMPWH Block no.

3500. 0.200 1.5D-5 0.0 313. 1

* * *

* *** Water data

* *

* WATINF=1 Water influx/production controlled as fraction of production.

* (Only WPFRAC and WEFRAC are relevant parameters.) [integer]

* WATINF=2 Water flux from aquifer is included. [integer]

*

* WATINF

1

* *

* WPFRAC Water production as fraction of gas production. [real]

* WEFRAC Water influx as fraction of gas production. [real]

* (A non-zero WPFRAC has normally to be accompanied

* by a non-zero WEFRAC.)

*

* WPFRAC WEFRAC

0.00 0.00 BLK01

* *

* WTYPE=1 Radial aquifer. [integer]

* WTYPE=2 Linear aquifer. [integer]

* WFINITE=1 Finite aquifer. [integer]

* WFINITE=2 Infinite aquifer. [integer]

* WALPHA Angle of sector within which aquifer water

* encroaches (degree). [real]

* WCOMP Aquifer compressibility coefficient

* (rock and water) (1/bar). [real]

* WLENGTH Aquifer length (linear aquifers) (m). [real]

* WPERM Aquifer permeability (mD). [real]

* WPORO Aquifer porosity. [real]

* WRADB Radius of aquifer inner boundary (m). [real]

* WRADE Radius of aquifer outer boundary (m). [real]

* WTHICK Aquifer thickness (m). [real]

* WVISC Water viscosity (mPa.s). [real]

* WWIDTH Aquifer width (m). [real]

* *

* WTYPE WFINITE WALPHA WCOMP WLENGTH WPERM WPORO WRADB WRADE WTHICK WVISC WWIDTH

1 2 360. 5.D-5 1535. 10.0 0.2 500. 1000. 50. 1.0 1535.

* * * * *

* *** PVT data

* *

* NTAB Number of PVT-table elements

*

* NTAB

20

* *

* PRS Pressure [bar]

* TEMP Temperature [K]
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* MWT Mixture mol weight [g/mol]

* MWTG Gas mol weight [g/mol]

* MWTL Liquid mol weight [g/mol]

* GASF Gas mol fraction

* Z Gas phase Z-factor

* Z2 Mixture, two-phase Z-factor

*

* PRS TEMP MWT MWTG MWTL GASF Z Z2 NTAB

445. 392. 26.56 26.56 26.56 0.9517 1.1142 1.1143 1

370. 392. 26.56 26.56 26.56 0.95171 1.0258 1.0258 2

350. 392. 26.57 26.42 90.14 0.95240 1.0035 1.0045 3

320. 392. 26.57 26.19 89.32 0.95349 0.9721 0.9743 4

300. 392. 26.59 26.03 88.19 0.95438 0.9530 0.9556 5

280. 392. 26.61 25.83 87.18 0.95556 0.9356 0.9385 6

260. 392. 26.65 25.61 86.86 0.95705 0.9206 0.9233 7

240. 392. 26.72 25.36 87.52 0.95883 0.9082 0.9102 8

220. 392. 26.81 25.11 89.16 0.96061 0.8986 0.8994 9

200. 392. 26.94 24.88 91.68 0.96259 0.8920 0.8994 10

180. 392. 27.13 24.66 95.05 0.96446 0.8886 0.8910 11

160. 392. 27.38 24.47 99.27 0.96624 0.8885 0.8851 12

140. 392. 27.95 24.30 104.49 0.96783 0.8916 0.8808 13

120. 392. 28.52 24.18 110.81 0.96921 0.8979 0.8807 14

100. 392. 29.33 24.10 118.48 0.97010 0.9073 0.8837 15

80. 392. 30.51 24.08 127.84 0.97050 0.9197 0.8862 16

60. 392. 32.36 24.16 139.47 0.97079 0.9348 0.8864 17

40. 392. 35.59 24.41 154.40 0.97089 0.9524 0.8778 18

1.01 392. 42.00 25.00 185.00 0.97099 0.9900 0.8580 19

1.01 288. 42.00 25.00 185.00 0.95171 0.9900 0.8580 20

* * *

6.2 General pressure solution and pressure uncertainty

The general �ow equation is written,

dp+
Mgp

ZRT
g cos(α)dy +

f

dh

ω2
g

A2

ZRT

Mg

1

p
dy = 0,

and is based on the following assumptions:

• Negligible loss in kinetic energy (as described above).

• Linear well temperature pro�le, i.e. T = Tbh − (∆T/L)y and dy = −(L/∆T )dT .

• Constant well deviation angle: α = constant.

• Constant well cross-section: A = constant.

• Constant z-factor: Z = constant.

• Constant friction factor: f = constant.

Under these assumption the general �ow equation is solved and the pressure solution
is written,
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p =

√√√√p2
bh

(
T

Tbh

)2K1

+K3T 2

[(
T

Tbh

)2(K1−1)

− 1

]
,

where the constants are,

K1 = Ngp
Tbh
∆T

, K2 = Nfp
p2
bh

2Tbh∆T
and K3 =

K2

K1 − 1

where the dimensionless numbers are de�ned,

Ngp =
MggL cos(α)

ZRTbh
Fw

and

Nfp =
4Zfw2

gTbhL

p2
bhA

2dhMg
Fw.

1. Use the pressure solution above and show that the well head pressure can be
written,

pwh = pbh

√
L1E1 + L2 (L1E2 − 1),

as presented in the "WHPRESS" subroutine. De�ne the parameters L1, L2, E1
and E2.

In both Ngp and Nfp we use a constant z-factor, even though the z-factor is de�ned
as a function of pressure and is continuously decreasing in the well, from bottom to
top. By using an average z-factor, Z, we are introducing an error into the pressure
calculation, such that there exists an error in the well-head pressure, ∆pwh, which is
depended of the error in the z-factor ∆Z.

2. Estimate an average z-factor and de�ne the error ∆Z, based on the function
Z = Z(p) given in the data �le NGASDATA.DAT. Use the de�nition of the average
z-factor,

1

Z
=

1

L

∫ L

0

1

Z
dy.

(Hint: Calculate Z(p) and observe the stepwise change.)

3. Calculate the relative uncertainty in the well head pressure, ∆p/pwh as function
of the relative uncertainty in the z-factor, ∆Z/Z. Use the rules de�ned by prop-
agation of errors and the following simpli�ed model of the well head pressure,

p = aeb/Z ,

where a and b are constants. (Hint: Consult the Lecture Notes and observe that
the well head pressure at isothermal well �ow is written pwh = pbhexp(Ngp).)
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4. Use appropriate numbers taken from the data �le and the Lecture Note and de�ne
the uncertainty in the well head pressure (in bars) as function of the uncertainty
in the z-factor.

6.3 Pressure Developments

As a result of including the well bore �ow into the simulation model, we now need to
di�erentiate between three di�erent pressures: the average block pressure, the bottom-
hole pressure and the well-head pressure. Normal gas production is quite often de�ned
by the pressure needed at the �rst separator stage. The well-head pressure is therefore
associated to a terminal pressure, de�ning a point of separation between reservoir and
process. All processes up to this point can be considered as part of reservoir engineering.

In the data �le NGASDATA.DAT we are given the choice of running the simulation
with a minimum well head pressure or a minimum bottom hole pressure as the thresh-
old pressure. The "CALCWHP" parameter (CALCWHP = 0 or 1) decides whether
production is controlled by bottom-hole - or well-head pressure.

5. Use the data given in the NGASDATA.DAT as a Base Case simulation model and
plot the three pressures as mentioned above (in the same plot). Explain why
the well head pressure is declining more towards the end of the well production
time. Comment on the pressure di�erence between the well head pressure and the
bottom hole pressure, as function of time.

6. Run a sensitivity on the Base Case model where the average reservoir permeability
is reduced by 80%. Plot the three pressure pro�les and explain the consequences
of reduced permeability. Why is the well head pressure a�ected by the reservoir
permeability?

7. Plot the well head pressure as function of a dip angle equal to 45o and compare
with the Base Case model. Use the same well length. Is it right to use the same
well length when comparing vertical well �ow to the case of inclined well �ow?

8. Assume the same reservoir depth as in the Base Case model and a location of the
platform some 1500 m north of the position in the Base Case. Plot the well-head
pressures and compare it to the Base Case model. Explain the di�erence observed
between the two well-head pressures.

9. Run a sensitivity on the Base Case model where the gas �ow rate is reduced to
70%. Compare the two cases and relate the observation to the change in pressure
in the well. Is the total energy consumption larger or smaller in the case of reduced
well rate?

10. Run a sensitivity on the Base Case model where the well bore diameter is reduced
to half its value and plot the well-head pressure. Compare the two pressures.
Give a short explanation for the observed pressure di�erence. What about energy
consumption in this case?



352 PROJECT EXERCISE 6. PROJECT EXERCISE: WELL BORE FLOW

6.4 Well Bore Flow Conditions

In this section we are focusing on the conditions for stable well �ow. It has been shown
that the general pressure solution depends on the fact that the water-cut (the mass
fraction of water in the well �ow) is small. For a given gas production rate, a minimum
unloading rate can be calculated.

11. Use the data contained in the log-�le from the Base Case model and plot the mini-
mum unloading rate, the KINETIC VS. FRICTION parameter and the Reynold's
number verifying constant friction factor f . Are the condition under which the
pressure equation was derived, satis�ed?

12. Run two sensitivities relative the Base Case where the water production is set to
0.1% and 0.2% of gas �ow rate. Plot the well head pressure in the three cases
(including the Base Case). Observe the minimum unloading rate in the three
cases and present them in the same plot.

13. Run the 0.2% water production case with 0.2% water injection and compare this
case with the Base Case. Does water in�ux have any relevance to the minimum
unloading rate in this case?



Project Exercise 7

Project Exercise: Natural Depletion

A new version of the simulation program and data-input �le are available for this project
exercise. Later in this exercise, under section "7.4 Well Deliverability", you shall use the
previous version of the simulation program and the associated data �le NGASDATA.OLD.
(The new data �le will not work with the old version of the program or vise versa.)

In the present version of the simulation program, two new options are added. Firstly,
more than one well may produce the same block volume and secondly, the gas reservoir
may consist of several independent blocks, covering the total reserves of gas in the �eld.
The program, now simulates the production under natural depletion where the �eld gas
is con�ned in separate blocks with no communication between the independent blocks.
The volume of independent blocks may vary considerably. Production from these blocks
is done, using one, two or several wells per block.

The implementation of new wells and blocks is done simply by adding the charac-
teristic parameters, presented in the data �le. Study the NGASDATA.DAT �le and observe
the changes made to the data �le in order to allow multi-well and multi-block simula-
tion. Consecutive wells and blocks are added simultaneously. Use the NGASDATA.DAT as
a Base Case model.

7.1 Simulation of Natural Gas Reservoirs

In this chapter we have added a new sub-routine PRODRATE to the simulation program.
Generally, the program has been updated to simulate more than one reservoir block
and additionally, to produce the gas from more than one well.

7.1.1 Organization of The Simulation Program

The simulation program is now capable of simulating the production of gas from an
entire gas �eld. The gas �eld is sub-divided into various independent blocks, where
one or more wells can be located in any block. In addition to the subroutine PRODRATE
added, as seen in Figure 7.1, various changes have been implemented into the program
in order to support the multi-block and multi-well simulation features.

The PRODRATE-subroutine is controlling the well rates with respect to maximum
well rate and maximum plateau rate. The �eld rate is e�ciently redistributed

353
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between the active wells by adjusting the well rates according to the average
pressure in various blocks, following a strategy for optimal production which favors
balanced production for the whole �eld. Well rates are adjusted at every time-step
and when one well is falling o�, due to reduced well deliverability, other wells have
their �ow rates updated.

A necessary consequence of the modi�cations made to the simulating program is
related to the amount of data printed to output-�les. The amount of data presented
in the previous simulations have been limited by the production of gas and condensate
from only one block and one well. In the present form, the program may simulate gas
production from numerous blocks and wells. In order to handle the possibility of an
extensive increase in the amount of data available, a new organization of presenting the
simulation data is needed. The following listing is presenting the �led data as it was
organized and as it is now organized:

Previous Data Organization

The data output-�les was organized as follows:

NGASPARM.DAT t, p, pbh, pwh, p/Z,We,Wp

NGASPROD.DAT t, qtot, qg, Gp, qL, GL, Gp/GIIP,GL/LIIP

Present Data Organization

The data output-�les are organized as follows. Note that NW and NB are the number
of wells and blocks simulated, respectively.

PROD-RES.DAT t, qtot, qg, Gp, qL, GLWe,Wp, Gp/GIIP,GL/LIIP
(Cumulative �eld data.)

RATE-WLS.DAT t, q1
g , q

2
g , q

3
g , · · · , qNWg

(Gas well rates from NW wells.)

PROD-WLS.DAT t, G1
p, G

2
p, G

3
p, · · · , GNWg

(Cumulative gas production from NW wells.)

PROD-GAS.DAT t, G1
p, G

2
p, G

3
p, · · · , GNBg

(Cumulative gas production from NB blocks.)

PROD-LQD.DAT t, G1
L, G

2
L, G

3
L, · · · , GNBL

(Cumulative liquid production from NB blocks.)

PRES-BLK.DAT t, (p, p/z)1, (p, p/z)2, (p, p/z)3, · · · , (p, p/z)NB
(Average pressure and reduced pressure in NB blocks.)

PRES-BH.DAT t, p1
bh, p

2
bh, p

3
bh, · · · , pNWbh

(Bottom-hole pressure in NW wells.)

PRES-WH.DAT t, p1
wh, p

2
wh, p

3
wh, · · · , pNWwh

(Well-head pressure in NW wells.)
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RATE-GAS.DAT t, q1
g , q

2
g , q

3
g , · · · , qNBg

(Gas �ow rate in NB blocks.)

RATE-LQD.DAT t, q1
L, q

2
L, q

3
L, · · · , qNBL

(Liquid �ow rate in NB blocks.)

WATER-WE.DAT t,W 1
e ,W

2
e ,W

3
e , · · · ,WNB

e

(Cumulative water in�ux into NB blocks.)

WATER-WP.DAT t,W 1
p ,W

2
p ,W

3
p , · · · ,WNB

p

(Cumulative water production from NB blocks.)

7.1.2 The Data Input-File

The data input-�le has been modi�ed in order to allow for multi-well, multi-block sim-
ulation. Several self explainable new parameters have been introduced. It is therefore
more important now than before to identify the various parameters with respect to
which group they belong to, i.e. if they are elements of the block- or the well group. In
the case when the number of blocks is di�erent to the number of wells, we have to know
the correct numbering of the parameters in order to know the number of data-lines to be
included for that particular parameter. Another important point is that, regardless if
the input-data is going to be used in the simulation process or not, a complete data-set
has to be included in the data-�le. This has something to do with how data is read
from the NGASDATA.DAT �le.

NGASDATA-�le

*

* **** Start data file NGASDATA.DAT

*

* Data file name (max. 70 characters); text

* 1234567890123456789012345678901234567890123456789012345678901234567890

'Project: Natural Gas Reservoir Simulation'

'Part: Natural Depletion'

'Extension of program with multi well - and multi block options'

* * * *

* *** Program data

*

* DCHCK=1 Data check mode; No material balance is done.

* DCHCK=0 Full simulation. [integer]

* MAXSTEP Number of simulation steps; Program is terminated at

* simulation step NSTEP. [integer]

* NPRINT Number of sequenced plotting parameter; Printing to file

* is done for every NPRINT simulation step. [integer]

* SP=1,100 Short LOG printout; Full printout and printing of every

* 1 to 100 time step SP=1 gives a short hand presentation of

* every time-step. [integer]

* *

* DCHCK MAXSTEP NPRINT SP

0 4000 4 2

* * *

* *** Simulation data:

* *
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* PERR Error limit in pressure calculations. [real]

* GPGERR Error limit in volume calculations. [real]

* DP Pressure step in pseudo pressure calculation. [real]

* PREF Pressure reference in pseudo pressure calculation. [real]

* CAERR Error limit in calculation of Dietz-factor. [real]

*

* PERR GPGERR DP PREF CAERR

0.5 1D-07 10. 10. 0.01

* * * *

* *** Volume and block data

* *

* NBLOCK Number of blocks in the model (max.70 blocks). [integer]

*

* NBLOCK

2

* *

* BNAME Name of individual block, maximum 5 characters. [String]

* VPORINIT Pore volume of block {=PI*(RADE**2-RADW**2)*THICK*PORO} (Rm3 ) [real].

* RADE Characteristic radius of block (m). [real]

* RADW well-bore radius (m). [real]

* THICK Net vertical thickness of block (m). [real]

*

* BNAME VPORINIT RADE RADW THICK

'BLK01' 5.4D+6 338. 0.175 60.

'BLK02' 4.05D+6 293. 0.175 60.

* * *

* * Block characteristics:

*

* PORO Porosity of block. [real]

* SWINIT Initial water saturation [real]

* PERM Absolute permeability in block (mD). [real]

* CA Dietz shape factor (CAcircle=31.62). [real]

* DARCY Non-Darcy factor. (day/m3) [real]

* SKIN Skin factor. [real]

*

* PORO SWINIT PERM CA DARCY SKIN Block no.

0.25 0.19 200. 30.88 1.D-06 0.0 1 BLK01

0.25 0.17 300. 10.00 1.D-06 0.0 2 BLK02

* *

* *** General reservoir data

* *

* PRS Initial reservoir pressure (bar). [real]

* TEMP Initial reservoir temperature (Kelvin). [real]

* PRSSC Atmospheric pressure (bar). [real]

* TEMPSC Normal reference temperature (Kelvin). [real]

* COMW Water compressibility (1/bar). [real]

* COMR Reservoir compressibility (1/bar). [real]

*

* PRS TEMP PRSSC TEMPSC COMW COMR

437.0 392.0 1.01 288.0 4.35D-05 4.5D-05

* * * *

* *** Well data

*

* NWELLS Total number of wells in the reservoir (max.60 wells). [integer]

*

* NWELLS
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3

*

* TSTART Start up time (in days) for sequencing wells. Different wells may start

* up at the same time (day). Start up time (day) is not allocated to any

* particular well. [real]

*

* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0. 90. 180.

* *

* WIB The location of well in block is specified by the block number

* where the next sequenced well is located. [integer]

*

* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Well number

1 2 1 WIB (Block number)

* *

* QMIN Minimum well rate (Sm3/day). [real]

* QMAX Maximum well rate (Sm3/day). [real]

* QPLAT Plateau reservoir rate (Sm3/day) [real]

*

* QMIN QMAX QPLAT

2.5D+05 8.0D+05 12.0D+05

* *

* TBP Time step length in build up period (days). [real]

* TPP Time step length in production period (days). [real]

* TDP Time step length in decline period (days). [real]

*

* TBP TPP TDP

5. 10. 3.

* *

* CALCWHP Decides whether production should be controlled by minimum

* bottom-hole pressure or by minimum well-head pressure.[integer]

* CALCWHP=0, bottom-hole pressure controls production.

* CALCWHP=1, Well-head pressures controls production.

*

* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Well number

1 1 1 CALCWHP

* *

* BHPM Minimum bottom-hole pressure (bar). Production is stopped

* when minimum bottom-hole pressure is reached. [real]

* (Minimum bottom-hole pressure should be within the range

* of the PVT data)

* WHPM Minimum well-head pressure (bar). Production is stopped when

* minimum well-head pressure is reached. [real]

*

* BHPM WHPM

50. 20.

* *

* * Well tubing data

*

* WELLGHT Length of well (m).[real]

* TUBDIAM Inner diameter of tubing (m).[real]

* TUBR Absolute roughness of tubing (m).[real]

* WDEVANG Deviation angle of wells (degrees).[real]

* TEMPWH Well-head temperature (Kelvin).[real]

*

* NB!! If well-head temperature is the same as reservoir temperature,
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* it must be given a value slightly below reservoir temperature.

*

* WELLGHT TUBDIAM TUBR WDEVANG TEMPWH WELL NO.

3700. 0.150 1.5D-5 0.0 313. 1

3703. 0.150 1.5D-5 0.0 313. 2

3703. 0.150 1.5D-5 0.0 313. 3

* * * *

* *** Water data

* *

* WATINF=1 Water influx/production controlled as fraction of

* production.[integer]

* WATINF=2 Water flux from aquifer is included. [integer]

* (Only WPFRAC and WEFRAC are relevant parameters.)

* WPFRAC Water production as fraction of gas production. [real]

* WEFRAC Water influx as fraction of gas production. [real]

* (A non-zero WPFRAC has normally to be accompanied

* by a non-zero WEFRAC.)

*

* WATINF WPFRAC WEFRAC

2 0.0 0.0 BLK01

2 0.0 0.0 BLK02

* *

* WTYPE=1 Radial aquifer. [integer]

* WTYPE=2 Linear aquifer. [integer]

* WFINITE=1 Finite aquifer. [integer]

* WFINITE=2 Infinite aquifer. [integer]

* WALPHA Angle of sector within which aquifer water encroaches

* (degree). [real]

* WCOMP Aquifer compressibility coefficient (rock and water)

* (1/bar). [real]

* WLENGTH Aquifer length (linear aquifers) (m). [real]

* WPERM Aquifer permeability (mD). [real]

* WPORO Aquifer porosity. [real]

* WRADB Radius of aquifer inner boundary (m). [real]

* WRADE Radius of aquifer outer boundary (m). [real]

* WTHICK Aquifer thickness (m). [real]

* WVISC Water viscosity (mPa.s). [real]

* WWIDTH Aquifer width (m). [real]

* *

* WTYPE WFINITE WALPHA WCOMP WLENGTH WPERM WPORO WRADB WRADE WTHICK WVISC WWIDTH

1 2 90. 5.D-4 1535. 200.0 0.2 500. 1000. 120. 1.0 1535.

1 2 180. 5.D-4 1535. 200.0 0.2 500. 1000. 120. 1.0 1535.

* * * * *

* *** PVT data

* *

* NTAB Number of PVT-table elements

*

* NTAB

20

* *

* PRS Pressure [bar]

* TEMP Temperature [K]

* MWT Mixture mol weight [g/mol]

* MWTG Gas mol weight [g/mol]

* MWTL Liquid mol weight [g/mol]

* GASF Gas mol fraction
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* Z Gas phase Z-factor

* Z2 Mixture, two-phase Z-factor

*

* PRS TEMP MWT MWTG MWTL GASF Z Z2 NTAB

445. 392. 26.56 26.56 26.56 0.9517 1.1142 1.1143 1

370. 392. 26.56 26.56 26.56 0.95171 1.0258 1.0258 2

350. 392. 26.57 26.42 90.14 0.95240 1.0035 1.0045 3

320. 392. 26.57 26.19 89.32 0.95349 0.9721 0.9743 4

300. 392. 26.59 26.03 88.19 0.95438 0.9530 0.9556 5

280. 392. 26.61 25.83 87.18 0.95556 0.9356 0.9385 6

260. 392. 26.65 25.61 86.86 0.95705 0.9206 0.9233 7

240. 392. 26.72 25.36 87.52 0.95883 0.9082 0.9102 8

220. 392. 26.81 25.11 89.16 0.96061 0.8986 0.8994 9

200. 392. 26.94 24.88 91.68 0.96259 0.8920 0.8994 10

180. 392. 27.13 24.66 95.05 0.96446 0.8886 0.8910 11

160. 392. 27.38 24.47 99.27 0.96624 0.8885 0.8851 12

140. 392. 27.95 24.30 104.49 0.96783 0.8916 0.8808 13

120. 392. 28.52 24.18 110.81 0.96921 0.8979 0.8807 14

100. 392. 29.33 24.10 118.48 0.97010 0.9073 0.8837 15

80. 392. 30.51 24.08 127.84 0.97050 0.9197 0.8862 16

60. 392. 32.36 24.16 139.47 0.97079 0.9348 0.8864 17

40. 392. 35.59 24.41 154.40 0.97089 0.9524 0.8778 18

1.01 392. 42.00 25.00 185.00 0.97099 0.9900 0.8580 19

1.01 288. 42.00 25.00 185.00 0.95171 0.9900 0.8580 20

* * *

7.2 Tubing Flow Performance and Bottom-Hole Pressure

In the special case of single phase gas �ow de�ned by; no temperature gradient in
the well, constant cross-section, constant friction factor and z-factor, - the well head
pressure is written

pwh = pbh

√
e−2Ngp +

Nfg

2Ngp
(e−2Ngp − 1).

In the process of inverting this equation, expressing the bottom hole pressure as
function of the well head pressure, we used a Taylor expansion where only the two �rst
terms were considered. The bottom hole pressure was then written

pbh ' pwh

√
e2Ngp +

Nfg

2Ngp
e2Ngp (e2Ngp − 1). (7.1)

The error made in the above approximation is de�ned by the �rst term not included
in the approximation. In a Taylor expansion

(1 + x)−1 = 1− x+ x2 − x3 + · · · , x < 1,

the error done in approximating (1 + x)−1 ' 1− x, is given by

x2

(1 + x)−1
= (1 + x)x2.
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1. Use the Taylor expansion in the example above and de�ne the error inherent in
the approximation giving the bottom hole pressure in Eq. 7.1.

2. Use the values for Ngp and Nfg previously presented, and �nd the error given in
%.

7.3 Multi Well and Multi Block Simulation

In the data �le NGASDATA.DAT, 3 wells are used to produce the gas contained in 2 blocks.
The �rst and third wells are producing from Block 1 and the second well is producing
from Block 2. The start up times for the three consecutive wells are after 0, 90 and 180
days. Look up the data in the input �le NGASDATA.DAT.

3. Plot the gas production: the total gas production and the production of gas from
Well 1, 2 and 3.

4. Make a plot showing the total gas rate compared with the gas rate from the three
wells.

5. Plot the block rate compared to the total gas rate.

6. Finally, show the mean pressure development in the blocks, the bottom-hole pres-
sure and the well-head pressure in the wells.

7.4 Well Deliverability

We have previously learned that there exists a minimum unloading �ow rate that is
the lower limit for practical well rates. This lowest �ow rate is related to the terminal
gas-molecule velocity, needed to lift any oil or water droplet dispersed in the gas (or
prevent them to fall in the well stream).

On the other hand, a maximum well rate can be derived, simply by considering the
general formula of the well head pressure

pwh = pbh

√√√√(Twh
Tbh

)2K1

+K3

(
Twh
pbh

)2
[(

Twh
Tbh

)2(K1−1)

− 1

]
,

where the numeric value of the argument under the square root sign has to be positive
(this observation has been presented in an earlier lecture for a slightly more simpli�ed
example of well �ow). The maximum well rate as de�ned above, is the largest rate the
well can handle with respect to typical well and gas parameters, such as friction, gas
composition and others.

In practical situations however, the maximum �ow rate capacity of the well is de�ned
by the reservoir in�ow pro�le and the well tubing pro�le in combination. The maximum
well �ow rate is de�ned as the gas rate that creates a pressure drop in the reservoir
∆pin�ow and a pressure drop in the well tube ∆ptube, equal to the maximum pressure
drop imposed on the system, i.e.
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∆pin�ow + ∆ptube ≤ p− pwh,min.

In the present exercise, we will de�ne the maximum �ow rate capacity, given a chosen
set of parameters. The practical calculation of bottom hole pressure as function of well
rate is more readily done using the simulation program from the previous exercise. The
data �le NGASDATA.OLD should be used as input �le in these simulations. NB: Make
a subdirectory under your present directory and carry out the simulations there. The
NGASDATA.OLD has to be renamed to NGASDATA.DAT before it can be used as data input
�le in the simulations. Check that the well diameter is 0.15 m, the reservoir permeability
is 10 mD and the pore volume is 10 · 106Rm3, in the data input �le.

7. Run the program with di�erent choices of well rate q, as given in the table below.

q [Sm3/day] 0 3.5 5.0 7.0 9.0 12.0 16.0

p [bar] 400 pbh [bar]
p [bar] 300 pbh [bar]
p [bar] 200 pbh [bar]
p [bar] 100 pbh [bar]

pwh,min [bar]

Notice that the rates are multiplied by 105; e.g. 3.5 · 105.

First run the program with a well rate of 3.5 · 105 Sm3/day. Scan the log-�le and
note down the bottom hole pressure at the simulation step closest to the mean
pressure equal to 400 bar. Do the same for the mean pressure equal to 300 bar
and �ll in the table above. The minimum well head pressure is given by the last
time step.

Use the data in the table above and plot the well in�ow performance pbh = pbh(q).
There should be four curves characterizing the well in�ow performance.

Plot the minimum well head pressure pwh,min for the six choices of well rate data.
Use the same plot.

8. Fit a trend through the data points in the plot as above. Use polygonal �t of
order 2. Extend the �t to the right-hand side in such a way as for the four data
series to cross the extended minimum well head pressure data.

9. Plot the well deliverability based on the data contained in the plot above, where
the maximum well rate is de�ned by the intersection between the well in�ow
curves and the minimum well head pressure. The well deliverability plot is de�ned
through the table

p [bar] qmax [Sm
3/day]

100
200
300
400
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Fit a trend trough the data points and extend the �t to the left-hand side, ap-
proaching the zero well rate limit and you have constructed the well deliverability
curve!

7.5 Gas Production From 3 Independent Reservoir Blocks

We shall in this section, study the gas - condensate production from a reservoir of 3
individual blocks. The reservoir is �rst produced using 3 wells, where the time interval
between up-start of new wells are 80 days, i.e. from the up-start of the previous well to
the up-start of the present well. Secondly, we will look at the production from 4 wells
from the same reservoir. Lastly, the e�ect of aquifer is studied in the case of 4 active
wells.

The limiting well rates are; qmin = 2.5 · 105Sm3/day, qmax = 8.0 · 105Sm3/day and
qplateau = 12.0 · 105Sm3/day. All wells are producing against a minimum well head
pressure of 30 bar.

The block bulk volumes can be derived from the Figure 7.2. With an average porosity
of 25% for all blocks, the initial hydrocarbon pore volume can be readily calculated.
The block thickness is 60 meters for all blocks and the characteristic block radius is
found, using the formula in the data input �le. The average well radius is equal to 0.15
meter.

Figure 7.2: Gas - condensate reservoir consisting of three independent volume blocks.

The three consecutive wells are located in blocks with increasing gas content, in
order to secure optimum gas production. The wells are connected to a platform located
directly on top of Well 1 (centre position in Block 1). The reservoir depth for all blocks is
3700 meters, measured from the platform and down to the reservoir (vertical distance).
The average reservoir permeability and initial water saturation are given in the table
below.

Block name k [mD] Swi [%]

1 200 19
2 300 17
3 150 20
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The well skin is assumed to be zero in all wells and the non-Darcy factor is 1 ·
10−6day/m3 in all cases. The Dietz shape factors can be evaluated from the shape of
the drainage areas.

10. Use the information presented above and complete the data input �le for this Base
Case scenario. Use the new simulation program.

11. Present a plot showing the cumulative gas production, together with the reservoir
gas rate.

12. Plot the reservoir gas rate and the well rates in the same plot. De�ne the length
of the plateau period.

The same reservoir as above is now produced using 4 wells, located as indicated in
Figure 7.3.

Figure 7.3: Producing the reservoir using four wells.

13. Update the data �le with a fourth well, where the well characteristics are the same
as for Well 1, but the location is di�erent and in accordance with Figure 7.3.

14. Plot the reservoir gas rate and the well rates and de�ne the relative change in
the plateau length. Compare also the cumulative production to the previous case.
Does the plateau rate decrease or increase?

15. Compare the gas rate from Block 1 to the previous case. Is there any di�erence
in the cumulative block production?

Study the in�uence of a possible aquifer relative to gas production from the reservoir.
The aquifer is assumed to be of in�nite radial dimension. The aquifer water data is
partly presented in Figure 7.4. Additionally, the water compressibility is 0.5 ·10−4bar−1

and the water viscosity is 1.0 mPa · s. The aquifer permeability is 200 mD and the
porosity is 20 %. The aquifer thickness is on average twice the reservoir thickness. The
"WRADB" should be comparable to the appearing block radius.

16. Run the four well case with aquifer present and compare the cumulative produc-
tion of gas to the case above (without aquifer).
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Figure 7.4: Top view of drainage and aquifer.

17. Compare the water in�ux for the three blocks and plot the cumulative water in�ux
in the same plot.

18. Compare the mean pressure development for Block 2 with the previous case.

19. Plot the bottom-hole pressure in all three blocks.

20. Copy and then patch the top part of the log-�le NGASLOG.DAT in to the report.
Copy down to the section staring with "*** PVT- and simulation data".

Send me a copy of your report!
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Project Exercise 8

Project Exercise: Field Simulation

The �eld simulations introduced in this exercise are done on the basis of the simulation
program NGASSIM.EXE and the data �le NGASDATA.DAT from the previous exercise. Copy
these two �les to the new subdirectory "Field Simulation". The data �le is currently
going to be up-dated through information contained in this exercise.

The �eld example in this exercise is taken from Sleipner Vest, a North Sea gas-
condensate reservoir, located in the Norwegian sector approximately 240 km west-
southwest of Stavanger. Sleipner Vest and Sleipner Øst are together one of the largest
gas-condensate �elds in the North Sea, where the gas in Sleipner Vest is somewhat leaner
compared to the gas in Sleipner Øst. The PVT characteristics of the gas in Sleipner
Vest are represented by the data given in the data-input �le. The two �elds are mainly
located in block 15/9 , as shown in Figure 8.1.

In this exercise you are asked to include the necessary data (to be provided later
in this text), to carry out the simulation of gas production from the Beta-region in
Sleipner Vest (see Figure 8.1 for location of the Beta-region). As part of the simulation
process, it is important to evaluate the potential for gas production from the region, i.e.
the location of wells and the sequence of well locations. Another important issue is to
take steps to optimize well production, by carefully considering the plateau length and
the block pressure developments. Estimating the minimum number of wells needed to
drain a major fraction of the gas, is an example of another important consideration. On
the other hand, the aquifers connected to Sleipner Vest are expected to be small and of
minor signi�cance to the gas production. Aquifers and water production are therefore
not included in these simulations.

8.1 General Reservoir Description

The structure of the Sleipner Vest �eld is created through a complex history of tectonic
movements which started during the deposition of the Hugin formation. These move-
ments reached a maximum at the late Jurassic age, resulting in a very complex fault
pattern which have separated the gas in many fault blocks. The complex fault pattern
is playing a dominant role with respect to �ow patterns in the reservoir, depending on
whether or not there are communication across fault planes.

The problem of faults and their role as barriers to �ow is one of the most important

367
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Figure 8.1: Sleipner Vest and Sleipner Øst located in the North Sea, west of Stavanger.

parameters for the development of the Sleipner Vest �eld. Communication through
the minor faults are expected to occur, but their impact on the �eld development is
connected with great uncertainty. It is expected that the major faults are sealing, but
with a possibility of communication at high pressure di�erence across faults.

The Sleipner Vest �eld consists of 5 main regions, Alpha North, Alpha South, Beta,
Epsilon and Delta. All regions are further divided into blocks. The Beta region consists
of 38 blocks divided along minor and major fault barriers. The Beta-region is shown in
Figure 8.2 on a square grid with dimension 1 km × 1 km. The Platform is anchored
above Block 19. The hydrocarbons in these blocks are encountered in sandstone of
Middle Jurassic age at a depth of about 3500 m MSL. The thickness of the reservoir in
the Beta-region, is varying up to maximum 220 meters.

8.2 Description of Parameters

In order to up-date the data �le NGASDATA.DAT, quite a number of new lines have to be
included. It is therefore appropriate to call for some prudence in the process of adding
all this new information to the old data �le. It could therefore pay o� to load the new
information in bulks, i.e. �rst introduce all data related to the new blocks and then
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Figure 8.2: Beta-region in the Sleipner Vest �eld, subdivided into 38 gas blocks. Square
grid dimension; 1 km × 1 km.

load the information about the wells. The program NGASSIM.EXE should be run in a
data check mode, DCHCK=1, as often as possible during the process of data loading.
It is a clear weakness with the program, as it is working now, that it does not respond
constructively when data �le errors are being detected. It can therefore be quite di�cult
to locate what is actually wrong, when an error in the data �le occurs.

As seen from Figure 8.2, a total number of 38 blocks constitute the Beta-region.
The maximum number of wells in the �eld region is decided to be 15, while the min-
imum number needed, is set to 8 wells. There is therefore not one well per block and
consequently, the gas contained in those blocks with no well will not be produced. The
block data needed for these simulations is contained in Table 8.1. Please notice that the
block volume "VPORINIT" is tabulated in 107Rm3 and has to be converted to Rm3 in
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the data �le. The "Simulation data" and the "General reservoir data" are maintained
as already presented in the data �le. When it comes to the "Water data", it has al-
ready been said that the aquifer is of minor importance to the production of gas from
the Beta-region and therefore no water in�ux or water production is included in these
simulations. Even so, it is necessary to add one line of information both in the case of
WPFRAC/WEFRAC and for the general aquifer data, for each gas block in the region!

The well data is included according to the number of wells being simulated. In the
case of 5 consecutive wells, the �rst and second is located in Block 5, the third in Block
19 and the fourth in Block 17. The �fth and last well is located in Block 22. The "Well
tubing data" for these wells are listed in Table 8.2. It is important to notice that the
well length and the well angle, the dip angle, both are dependent on the location of
the block relative to the platform. For simplicity, we assume all wells to be located
in the centre of the block and consequently well length and dip angle are calculated
accordingly.

In these simulations we will assume the well start up time to be de�ned by a regular
time interval between wells, equal to 90 days.

The Well In Block (WIB) parameter de�nes the block number, where the wells are
located. In the case of �ve wells located as de�ned above the WIB parameters are 5, 5,
19 ,17 and 22, for wells 1 to 5.

Since we in these simulation are producing from realistic reservoir gas volumes,
it is necessary to adjust the �ow rates involved. The minimum well rate is set to
0.2 MSm3/day and the maximum rate is 3.0 MSm3/day. The plateau rate is 12.0
MSm3/day. Similarly, since the time span of production is much larger than in previous
simulations, we also decide to modify the individual time step lengths, using 10 days in
the build-up period, 30 days in the plateau period and 3 days in the decline period.

Finally, all wells are producing against a minimum well head pressure of 30 bars.

Prior to running the program it could be advantageous to get some kind of overview
of the input data.

1. Use EXCEL and create a histogram showing the block volume as function of block
number. Add also the cumulative volume of the region, to the plot.

2. Identify the block volumes in four groups, where the �rst group contain the block
with volume greater than 20 GSm3, the second group with block volumes less
than 20 GSm3 and greater than 8 GSm3, the third group of blocks with volumes
less than 8 GSm3 and greater than 4 GSm3 and the last group with block volumes
less than 4 GSm3. Let this identi�cation of block volumes be a guideline for the
work of locating those blocks where wells should be located.

8.3 Drainage Strategies

At this point in time we have a reservoir of 38 individual gas blocks from where we
want to produce a maximum fraction the reserves with a minimum number of wells. In
reality, each new production well located on the �eld has to be justi�ed by the additional
amount of gas it can produce. Only wells that produce "extra" gas will be drilled and
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Table 8.1: Block data for 38 blocks in the Beta-region

BNAME VPORINIT RADE RADW THICK PORO SWINIT PERM CA DARCY SKIN

- [107Rm3] [m] [m] [m] - - [mD] - [day/m3]

B01 3.569 600. 0.175 130. 0.18 0.13 200. 9. 5.D-06 0.0

B02 2.301 450. 0.175 125. 0.17 0.13 200. 5. 5.D-06 0.0

B03 0.743 450. 0.175 130. 0.17 0.13 200. 5. 5.D-06 0.0

B04 2.944 800. 0.175 135. 0.17 0.14 200. 17. 5.D-06 0.0

B05 27.908 2200. 0.175 130. 0.18 0.14 200. 23. 5.D-06 0.0

B06 5.127 950. 0.175 145. 0.18 0.14 200. 11. 5.D-06 0.0

B07 2.723 500. 0.175 145. 0.18 0.13 200. 9. 5.D-06 0.0

B08 1.454 650. 0.175 155. 0.18 0.13 200. 31. 5.D-06 0.0

B09 1.737 600. 0.175 150. 0.18 0.13 200. 28. 5.D-06 0.0

B10 1.690 650. 0.175 140. 0.18 0.14 200. 9. 5.D-06 0.0

B11 1.248 400. 0.175 140. 0.18 0.13 200. 28. 5.D-06 0.0

B12 2.062 650. 0.175 150. 0.18 0.13 200. 30. 5.D-06 0.0

B13 1.829 650. 0.175 150. 0.18 0.13 200. 31. 5.D-06 0.0

B14 1.472 350. 0.175 130. 0.18 0.13 200. 23. 5.D-06 0.0

B15 0.006 650. 0.175 160. 0.17 0.13 200. 31. 5.D-06 0.0

B16 0.077 1000. 0.175 150. 0.18 0.14 200. 23. 5.D-06 0.0

B17 9.696 500. 0.175 140. 0.18 0.13 200. 28. 5.D-06 0.0

B18 2.024 1300. 0.175 145. 0.18 0.12 200. 27. 5.D-06 0.0

B19 10.622 800. 0.175 150. 0.17 0.13 200. 29. 5.D-06 0.0

B20 4.879 500. 0.175 150. 0.17 0.12 200. 9. 5.D-06 0.0

B21 1.805 1000. 0.175 150. 0.17 0.12 200. 23. 5.D-06 0.0

B22 6.236 1000. 0.175 130. 0.17 0.12 200. 24. 5.D-06 0.0

B23 5.162 1000. 0.175 155. 0.17 0.12 200. 23. 5.D-06 0.0

B24 0.755 1000. 0.175 160. 0.17 0.12 200. 27. 5.D-06 0.0

B25 0.498 500. 0.175 105. 0.17 0.13 200. 23. 5.D-06 0.0

B26 2.233 1200. 0.175 160. 0.17 0.13 200. 17. 5.D-06 0.0

B27 4.844 600. 0.175 145. 0.17 0.12 200. 27. 5.D-06 0.0

B28 0.025 500. 0.175 150. 0.17 0.11 200. 30. 5.D-06 0.0

B29 2.224 500. 0.175 150. 0.17 0.13 200. 3. 5.D-06 0.0

B30 2.035 2200. 0.175 145. 0.17 0.13 200. 31. 5.D-06 0.0

B31 1.212 1200. 0.175 140. 0.16 0.13 200. 23. 5.D-06 0.0

B32 0.259 500. 0.175 45. 0.15 0.12 200. 9. 5.D-06 0.0

B33 0.069 600. 0.175 65. 0.15 0.12 200. 16. 5.D-06 0.0

B34 0.802 650. 0.175 120. 0.16 0.12 200. 27. 5.D-06 0.0

B35 2.976 1000. 0.175 110. 0.16 0.12 200. 25. 5.D-06 0.0

B36 2.295 1000. 0.175 60. 0.16 0.12 200. 30. 5.D-06 0.0

B37 2.359 1000. 0.175 60. 0.16 0.12 200. 25. 5.D-06 0.0

B38 0.372 350. 0.175 110. 0.17 0.12 200. 9. 5.D-06 0.0

included in production. In our example, the economic evaluation of the project has been
omitted and therefore it has been decided that the number of wells in the Beta-region
should be between 8 and 15.

There are normally quite a number of considerations to be evaluated in the process
of well location and production from a gas �eld, some more important than others. First
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Table 8.2: Well tubing data from 5 wells in the Beta-region.

WELLGHT TUBDIAM TUBR WDEVANG TEMPWH WELL NO.
[m] [m] [m] - [K] -

4031. 0.175 1.5D-5 29.7 313 1
4031. 0.175 1.5D-5 29.7 313 2
3500. 0.175 1.5D-5 0.0 313 3
3808. 0.175 1.5D-5 23.2 313 4
4031. 0.175 1.5D-5 29.7 313 5

of all there has to be a gas sales agreement securing the export of gas from the �eld. All
gas sales contracts include speci�cations about gas deliveries, such as gas rate (plateau
rate) and gas delivery pressure. It is therefore a major concern to the operator of the
�eld, to secure gas production and consequently reduce uncertainties as far as possible.
The strategy of well location and gas production can therefore materialize into a quite
long list of requirements of which the following three are essential.

• Security of gas production capacity in the early stage of gas production is one
very important requirement. Consequently, this leads to the location of the �rst
wells in those blocks which contain the largest volumes of gas.

• Secondly, it is important to maintain plateau production as long as possible. This
means that consecutive wells should be located in those blocks which add most to
the produceable reserves in the �eld. There will always be a competition between
adding more gas to the �eld production by locating new wells outside the main
gas clusters and the production from the main gas clusters them self. The right
balance is found when the plateau length is maximized and at the same time, the
decline period is minimized.

• Thirdly, it is quite often advantageous to deplete the gas �eld as evenly as possible,
i.e. to produce the gas from neighbouring blocks, such as to maintain a similar
pressure decline pro�le for all neighbouring blocks. By doing this, the chances
of breaking existing �ow barriers and consequently creating new �ow patterns in
the reservoir, are minimized. The consequence of large pressure di�erences across
block boundaries and eventually breakdown of �ow barriers are related to loss of
reserves and reduced production potential.

After successfully loading all data into the NGASDATA.DAT �le, the time has come to
run the program with 38 blocks and 8 to 15 wells.

3. De�ne the well location for the 8 �rst wells, based on the strategic principles
outlined above. Try di�erent (at least three) well locations and optimize with
respect to the principles above.

4. Plot the �eld gas rate and the cumulative rate in the optimized case.
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5. Plot also the pressure development for all blocks where a well i located, i.e. the
mean block pressure.

6. Do the same optimization for 10 wells, 13 wells and 15 wells. Plot all four gas
production pro�les in the same plot.

7. Plot the gas rate in the four cases in the same plot.

8. Make a table containing cumulative gas production and plateau length for the
four cases.

9. Plot the cumulative gas production in all four cases against the number of wells
located in each case. Call this plot "the well coverage" plot.

10. Use the information above and form an opinion about the optimal number of
wells, their location and the length of plateau production in this case.


